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Abstract

Multilayer feedforward neural network iwith 72 input and 4
output neurons was trained using a backpropagation learning
algorithm. It was used to depict and predict plows performance
during plowing process under Egyptian conditions. Data needed to
train and test the artificial neural netwgrk (ANN) model was
obtained from previous similar field experiments found in
literatures. The obtained data set were 430 data points where 320
and 770 of them were used for training and testing ANN model
~ respectively. The input parameters were soil texture index, chisel
plow, moldboard plow, disc plow, rotary plow, plowing depth, rated
width of plow, forward speed, initial soil moisture content, initial soil
bulk density, rated tractor power, and number of plow passes over
the soil. The results showed that the variation between observed
and predicted plows performance parameters was smali and the
coefficients of determination (R?) were 0.86, 0.74, 0.80 and 0.79
for effective field capacity (fed/h), fuel consumption (/i/h and
lit’fed), and plowing energy (kW.hffed) respectively. Verification of
the ANN model in prediction was conducted using field data for
chisel plow operating at three forward speeds and one plowing
depth. The results indicated that the ANN model was able to
predict plows performance parameters and the trends of the
predicted results of fuel consumption and plowing energy with.
forward speed were the same as published in local previous
studies for chisel plow.

Introduction
Computer programs like simulation are being used to assist

farm manager in decision making about how to manage their
machines or production operations and how to select their
machinery requirements effectively.
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~ Tillage is one of the most fundamental and essential
operations in agricultural production and is one of the fully
mechanized operations in Egypt (El Awady, 1986). The availability:
of plows performance data is an important factor not only in
analysing farm mechanization systems but also knowing plows
performance data may help for planning cost estimation. However,
plows performance data include fuel consumption, effective field
capacity, and plowing energy.

On the other hand, farms managers employ piows
performance data to estimate not only the proper tractors size but
also they can minimize ownership and operating costs of both
tractors and tillage implements. Therefore, predicting plows
performance during plowing process is important for farm
machinery management. However, Michel et al. (7985) showed
that energy requirements for plowing vary greatly with soil type, soil
moisture, soil density, previous treatment, ground cover, and
operation speed and depth.

E! Awady (71978) investigated importance of fuel consumption
as it is important for cost estimation and economy of operation and
it is a good indication of tractor condition and age. Imara (7996) got
high coefficients of determination (R?>0.9) of equations to predict
effective field capacity (fed/h), fuel consumption (litfed), and
plowing energy (kW.h/fed) for different plows using multiple linear
regression where the affecting variables were forward speed, soil
moisture content and plowing depth.

Artificial  neural networks are essentially parallel
computational models comprised of densely interconnected
adaptive processing units with simulation of knowledge acquisition
and organizational skills of the human brain. A very important
characteristics of neural networks includes thatit can learn from
the experience (experimental data) and is capable of
generalization according to the knowledge that has been gained
(Kushwaha and Zhang, 7997).

Artificial neural network (ANN) has the capability of
correlating large and complex data sets without any prior
knowledge of the relationship between them (Sablani et al. 1997).
They have become powerful tools for modeling a system that had
incomplete or a liitle understanding regarding its governing law
(Kushwaha and Zhang, 1997).

In recent years, there has been an increasing use of ANN
models in the field of agricultural engineering due to (1) ability in
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solving a variety of the formidable problems, including pattern
. classification and prediction (Shaalan et al 7999) and (2)
perforr*'ed weil even with noisy, incomplete orinconsistent data
(Sabizni et al. 1997)..

Hassan and Tohmaz (1995) used the neural networks to
evaluate the tractive performance of a rubber-tire skidder operating
on soft organic soil. They used three tire sizes inflated at each of
three inflation pressures (69, 103, and 172 kPa). Their results
indicated that the ANN (4-5-3-7) simulation of the pull-load
relationship was in close agreement with the statistical model of
the actual pull-toad data.

Kushwaha and' Zhang (1997) studied the soil-tool interacting
system using neul'al networks to recognize soil-tool response and
evaluate the system performance. The mgodel input included soil
types, five tool types, and operating speed. The output was tool
horizontal force (draft). The results showed that the neural
networks gave a good prediction of tool response to the system
inputs.

Al-Janobi et al. (2001) developed ANN model to predict
specific draft for different plows working with different forward
speeds in sandy foam soil. Their results indicated that the ANN
mode! (8-24 -12-1) gave a good cormelation (R = 0.97) between
measured and predicted values of the specific draft of plows.

El Awady et al. (2002) developed ANN model to predict the
energy consumed during plowing process with chisel, moidboard
and disc plows worklng at different forward speeds and levels of
soil moisture content in clay loam soil. Their ANN model (5-24 -2)
was comparable to statistical model and good correlation (R? =
0.98) was obtained between measured and predicted energy
values using ANN model.

Korthals et al. (7994) reported that the number of nodes and
layers in ANNsystem is selected by the user to reach an
appropriaie model to the problem being addressed. Zhang and
Trimble (7996) mentioned that there is no universally applicable
formuia to be used for deciding the size of hidden layers in ANN
applications. Also, a network with more hidden neurons requires
more computing power and more training time.

The objective of this research is seeking the optimal structure
of an ANN to depict and predict plows performance parameters
including fuel consumption, effective field capacity, and plowing
energy during plowing process under Egyptian conditions.
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Materials and Methods
There are many different neural network algorithms to solve

practical problems. For preJncLon-reae:J pro[: ems, “‘ve
feedforward network structure is suitable for handling nonlinear
relationships between input and output variables (Park et al. 1994).
However, multilayer feedforward netiworks have proven to be
suitable for agriculiural engineering applications (Stone and
Kranzier,7999) and Shuhui et al. (2007) showed that multilayer
network has been appilied successfully to solve many difficult and
diverse problems by training them in a supervised manner. As with
linear regression methods, neural network modeis must be
constructed with consideration of two important effects: under-
prediction and over-prediction therefore, the neural nefwork models
have to be optimized (Park et al. 1994).

- A feedforward ANN consists of nodes grouped in layers
connected from one layer to another in one direction by weighting
factors. It has input, output, and usually one or more hidden
layers. The input layer just passes the input signals on to the
nodes of the next layers. At each node of the network (except from
the nodes in the input layer) the signals from the previous layer are
weighted with their respective weights and summed. Then the
summed signals are fed to the so called activation function and the
outputs of these functions are passed on to the next layer, which
may be another hidden layer or the output layer. The activation
functions may be linear or nonlinear. If the network has to perform
a nonlinear input-output mapping, at least some of the nodes need
to contain a nonlinear activation function (Pasterkamp and
Pacejka, 1998). Common choices for nonlinear activation functions
are sigmoid and the hyperbolic tangent functions.

The number of nodes and layers is selected by the user to
reach at a model appropriate to the problem being addressed.
Weights of connections are learned by the network model. The
neural network training procedure for a neural network involves the
following steps:

1. Present network with experimentally derived inputs and
outputs (target outputs).

2, Compute outputs for present inputs.

3. Compute error as difference between target output and

« model output.

4. Adjust weights of connections to reduce error.
5. Repeat until error has been reduced io acceptable level.
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The learning rule that is most frequently used for feedforward
networks is the backpropagation technique (Hecht-Nielsen, 1990}
where it is a gradient search technique, which minimizes the root
mean square error between desired and actual network outputs.
During the training phase, the vectors from the training set were
presented to the input nodes.

If the output of a vector did not match the output of the model,
the connection weights in the network were adjusted in proportion
to the difference between the observed and ‘desired output using
the generalized delta rule (Park et al. 7994). The weights were
modified by an iterative procedure by propagated the error back
from the output layer to the lower layers.

A commercially available sofiware, Vesta Services (Vesta
Services, 2000), implementation of the backpropagation network
was used to develop a model to predict plows performance
parameters during plowing process under Egyptian conditions.

The ANN model input parameters are four famous seedbed
preparation implements in Egypt namely: chisel, moldboard, disc
and rotary plows. These plows are working under different
conditions including plowing depth, rated plow width, forward
speed, soil texture index, initial soil moisture content, initial soil
bulk density, rated tractor power (according to tractor operator’s
manual), and number of plow passes over the soil.

The output parameters are fuel consumption, effective field
capacity, and plowing energy. So, data related to these parameters
are needed to construct, train, and test the ANN model. As the type
of plow is not in numerical form, the plows were assigned with
numerical values using the binary coding, each plow had only two
distinct values: 0 and 7 in the training and testing data.

By browsing in literatures (El Sheikha, 1989; El Nakib, 7990,
Obuaia, 7997, Morad, 1992; Morad and El Shazly, 7994; El Ansary
et al.7995; Imara, 1996;Taieb, 1998; El Sayed, 2000 and Helmy et
al. 2001) the data needed to show the different plows used in
different Egyptian sites and variable working conditions were
found. Collected data sets were 430 data points. Table (1) shows
inputs and corresponding outputs of some collected data used in
training and testing the ANN model.

Misr J. Ag. Eng., October 2003 923



Tabie (1): inputs and corresponding outputs of some collected data
used in training and testing the developed ANN model.

1] )71}

points C D M R RTP RPW NSP PD FS STl ISMC ISBD
hp m _— cm kmh — % db glem®
1 1 0 0 0 76 175 2 20 230 050 1540 145
2 0 0 0 1 65 140 1 10 _1.50 0.56 21.00 1.30
3 1 0 0 0140 310 1 20 3.15 062 2065 147
4 0 0 1 0 45 105 1 20 3.23 0.54 1820 158
5 0 0 0 1 60 175 2 10 5.30 0.69 18.30 1.62
6 1 0 0 0 67 175 2 -20 3.11 0.03 2826 1.46
7 00 1 0 75 105 1 10 450 0.65 23.06 1.73
8 0 0 1 0 8 105 1 20 337 052 4960 1.84
9 0 1 0 0 8 08 1 10 3.70 0.52 49.20 1.83
10 0 1 0 0 80 085 1 15 3.67 0.52 50.20 1.86
11 0 0 1 0 66 105 1 25 380 077 17.30 1.29
12 1 0 0 0 85 175 1 13 450 0.61 18.90 1.38
C.V. (%) 34 347 - 377 318 201 303 116
Data : Outputs
points  Effective field capacity Fuel consumption Plowing energy
fed/h litfed lit/h kW.h/fed
1 0.27 - 8.30 2.24 26.47
2 0.39 5.42 2.12 17.30
3 1.30 13.85 18.00 4417
4 0.60 21.00 12.60 66.99
5 1.72 2.35 4.00 7.41
8 1.00 7.10 7.10 22 65
7 0.70 - 14.31 9.98 45.65
8 0.67 12.91 8.60 41.20
9 0.59 15.14 8.95 48.29
10 0.59 17.21 10.10 54.91
11 0.81 14.59 11.80 46.40
12 1.46 6.95 10.15 22.11
C = chisel plow RTP = rated tractor power
D = disc plow RPW = rated plow width
M = moldboard plow NSP = No. of plow passes over the soil
R = rotary plow STl = soil texture index
PD = plowing depth ISBD = initial soil bulk density
FS = forward speed ISMC = Initial soil moisture content
C.V. = Coefficient of variation
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Soil texture, presented in this siudy, was soil texture index
developed by Zein Eldin (71995) as follows:

C
ST = log (§, +S,) ™)
100
Where: ‘

STI = soil texture index (dimensionless)

S; = silt content in soil (%)

Sa = sand content in soil (%)

C = clay content in soil (%)

However, Zein Eldin (71995) mentioned that soil texture index (ST/)
is the best to describe soil texture compared to clay ratio
mentioned by Witney (1988).

in this study, in order to find the optimum structure of the ANN
model {o predict plows performance parameters, 7 to 3 hidden
layers with a range of 4 to 30 neurons in each hidden layer and
1000 to 120000 learning runs were tested (results not included).
The optimum structure was based on minimizing the difference
between the model output and the desired output using training
data set (320 data points). Once the optimal structure with respect
to the number of hidden layers, number of neurons in each hidden
iayer and leamning runs was found, the performance of the ANN
model was tested with testing data set (170 data points). The
computed errors converged to a minimum value at two hidden
layers with 72 neurons in the first hidden layer and 24 neurons in
the second hidden layer and 20000 leaming runs. The hidden
layers and the output layer have a hyperbolic tangent activation
function. The learning rate was 0.003 and momentum parameter
was 0.8. Fig. (1) depicts the architecture of the developed ANN
model. .

Root mean square ervor ( RMSE ) of predicted and observe
plows performance parameters is used to determine adequacy of
the ANN output response for a given input data set as follows:

(2)

= number of data points during testing process
Y; = predicted plows performance parameters
= observed plows performance parameters
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Fig. (1): Architecture of the developed ANN model.



RMSE emphasizes the deviation between observed and
predicted . values. Also, the coefficient of determination (R?) was
used as 'a parameter to indicate the correlation of relationship
between observed and predicted plows performance parameters.

To examine the validity of the developed ANN mode! in
prediction, three field experiments were conducted and repeated
three times at Farm of Rice Mechanization Center, Meet El Deeba,
Kafer El Sheikh Governorate. The characteristics of experiment
site are listed in Table (2). The soil was without crop residues.
Measurements of soil moisture content and scil bulk density were
carried ?ut as the procedures described in Imara (7996).

Table (2): The characteristics of experiment site.

Sa Si C STI ISBD * ISMC *

% % % — g/lem’® 9%, d.b

28.53 17.73 5374  0.671 1.35 17.42
* at depth of 7-20 cm

A rear mounted chisel plow was used in the field experiments.
This implement is representative of the standard primary tillage
implement most commonly used for seedbed preparation in Egypt.
The specifications of the chisel plow is as follows: Type RAU
"Behera Co." with 7 shanks arranged in 3tool barsas 2, 2and 3
from front to rear at 75 cm spacing between each two shanks on
the same row. Rated width and weight of the chisel plow are 7.75
m and 330 kg respectively. Three forward speeds (2.4, 3.5and 4.8
km/h) were obtained by changing tractor gears seftings. These
forward speeds and one plowing depth (70 cm) were applied
during performing plowing (one pass).

A block of approximately (25 m long by 5 m width) was used
as a plot area during performing plowing. The plowing depth was
preset before experiments. The chisel plow was hitched to Ford
TW15 tractor, which had rated power of 110 hp at 2575 rpm. The
arrangements of leveling the chisel plow were done. The apparatus
which shown by El Sayed (2000) was used to measure the
consumed fue! by the tractor for each forward speed. Both the time
for plowing plot area and the time required to consume a constant
volume of diesel fuel were recorded using digital st0pwatch
Misr J. Ag. Eng., October 2003 927



Excel spreadsheet was used to . get averages and to make
calculations of the chisel plow performance parameters. However,
the following equations were utilized to get the chisel plow
performance parameters.

FC= v x 3.6 (3)
Tf

EFC=2x0386
T, 4)

FC
FCA=—-

EFC ©)
pe= IR ®
EE=LE )

EFC
Where: _

FC = fue! consumption per unit time (lit/h)

V = constant volume of diesel fuel consumed during
plowing plot area (cm”)

T; = the time required to consume a constant volume (V) of
diesel fuel by the tractor (sec)

T, = the time required for plowing plot area (sec)

EFC = effective field capacity (fed/h)

A = plotarea (m?) (1 fed = 4200 m?)

FCA = fuel consumption per unit area (/itfed)

PE = tractor engine brake power (kW) according to
Srivastava et al. (1993)

p = density of diesel fuel (assumed to be 0.85 kg/it,

according to Srivastava et al. 7993)
¢, = brake thermal efficiency of the tractor engine
(assumed to be 32% for diesel engine)

Hg = gross heating value of diesel fuel (assumed to be
45500 kJ/kg for diese! fuel, according to Srivastava et
al. 7993) \

EE = plowing energy (kW.h/7ed)

36 = units conversion factor

0.86 = units conversion factor

3600 = units conversion factor
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: Resuits and Discussion

The prediction performance of the ANN model is deplcted in
Fig. (2) as plots of ANN predicted values vs. observed values
(actual values), for all plows performance parameters. The
predicted values were not evenly and tightly distributed around
regression line.

As seen in Fig. (2), the prediction accuracy were not high (R?
<0.9) compared to previous stydies in this field. The low level of
prediction of the plows performance parameters in the present
study, could be due to the high variation in collected data or due to
the sudden and sharp changes in input data in the data set used to
train the developed ANN model. In other words, the data had much
noise; however, coefficient of variation was more than 20% for
some input parameters, Table (1), making it difficult for the ANN
model to predict the exact number. The associated errors with the
ANN outputs are compared in Table (3). The observed high R?
value (0.86) indicated excellent correlation of ANN predicted with
the observed values of effective field capacity.

Relatively, slightly lower correlation was observed while
predicting both plowing energy and fuel consumption per unit time
and per unit area. To examine the validity of the developed ANN
mode! in prediction, chisel plow (one pass) was used to perform
plowing with three forward speeds at one plowing depth in the field
to collect performance data.

Table (3): Error indicators of plow performance parameters.

Error Effectivefield « = Fuel Plowing
indicators capacity consumption - energy
fed/h litth  lit/fed kW.hffed
RMSE 0.166 301 3.89 12.29
R’ 0.86 0.74 0.80 0.79

Fig. (3) depicts the relationship between forward speed and
both experimental and predicted effective field capacity, fuel
consumption and plowing energy for chise! plow. From the results
shown in Table (3), it easy {o see that the ANN is a powerful
technique that can predict plows performance parameters. These
predictions lead us to conclude that artificial neural networks could
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have immense potential prediction in the plowing field specially,
where the data requirements may be limited or need to get
expensive measurement. instruments to collect technical data.
From Fig. (3), itis seen over-predicted the effective field capacity
(fed/h) and fuel consumption per unit time but in the case of fuel
consumption per unit area prediction, the modei has a tendency to
predicted under-predicted data. However, the generai shape of the
predicted curves is similar to that developed from the experimental
results. From Fig. (3), there is a strong positive correlation between
forward speed and both predicted and experimental fuel
consumption (fith) where R? equals 0.98 and 0.96 respectively.
While a negative correlation is seen between forward speed and
both predicted and experimental plowing energy (kW.h/fed) where
R? equals 0.96 and 0.98 respectively. Also, the resuits showed that
the trends of predicted fuel consumption per unit time and per unit
area and plowing energy (kW.hfed) with forward speed are the
same as published in the local previous studies for chisel plow.

Conclusion

In this study, ANN mode! was developed to predict and depict
plows performance parameters under Egyptian conditions. The
model inputs were soil texture index, chisel plow, moldboard plow,
disc plow, rotary plow, plowing depth, rated width of plow, forward
speed, initial soil moisture content, initial soil bulk density, rated
tractor power &and number of plow passes over the soil. The
architecture of optimal ANN model consisted of two hidden layers
with 12 and 24 processing elements in the first and the second
hidden layers respectively. In spite of low level of prediction of the
plows performance parameters in the present study compared to
other studies in this field, artificial neural networks could have
immense potential in predicting plows performance data specially
where the data requirements may be limited or expensive
measurement sets are needed. Verification of the ANN model in
prediction was done using field experiments data with chisel plow.
The resuits indicated that the ANN mode! was able to predict chisel
plow performance parameters. The trends of the predicted resulis
of fuel consumption and plowing energy with forward speed were
the same as published in local previous studies for chisel plow.
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