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ABSTRACT

Soil heterogeneity often decreases precision in large yield trials. Estimation
of, and adjustment for fertility trends within a trial may increase precision. Two
methods for estimating fertility trends (or spatial variation) are least squares
smoothing and papadakis (nearest neighbor analysis) were evaluated in two
experiments of bread wheat . and compared them with the classical analysis such as
randomized complete block (RCB) and tripie lattice designs. Two experiments were
carried out at Gemmieza Research Station in 2001/2002 and 2002/2003 seasons.
The experimental design was 10 X10 triple lattice. Each experiment consisted of a
trial with three replications of 88 lines of bread wheat and 12 local cultivars namely;
{(Gemmeiza 3, Gemmeiza 5, Gemmeiza 7, Gemmeiza 9, Gemmeiza 10, Giza 164,
Giza 168, Giza 170, Sakha 8, Sakha 61, Sakha 69 and Sakha 93). It could be
summarized that: The results showed that the papadakis method was superior for all
other used types of analyses in the two seasons. It decreased the percentage values
of experimental error for RCBD from 67.604% and 57.404% to 2.85% and 2.266% in
both seasons,respectively. Lattice was less than least squares' smoothing and
papadakis in reduction percentage in EMS. Also papadakis method was more
effective for reducing CV. and raising the precision as other types of analyses. Lattice
and least squares smoothing gave little reduction in CV. Correlation coefficients for
adjusted means for lattice and least squares smoothing were more highly with RCBD,
showing that either of these two methods gave similar results in this data set, and the
general rankings of the genotypes were similar RCB means. It could be concluded
that spatial analysis can improve the efficiency of field trials. '

INTRODUCTION

Many field trials in agricuiture, including trials to determine genotypic
yield potential, are carried out using a complete block design. The purpose of
blocking is to increase precision by e nsuring that treatments ‘are e valuated
with respect to similar environmental conditions within a block. Heterogeneity
among plots within a block causes the estimate of a difference between two
treatments to vary across blocks. Accordingly, efficiency of the randomized
complete block design (RCBD) tends to be poor in trails involving a large
number of treatments. To increase precision in such a trial, one approach is
to reduce block size by employing an incomplete block design such as a
lattice, lattice square, or one of the more flexible, but potentially less efficient
designs (Patterson et al,, 1978). Another approach is to use a method of
analysis that utilizes information on plot position to estimate and correct for
spatial variation in yield potential due, for example, to differences among
plots in soil fertility, moisture, or even pest populations. These analyses
require contiguous or regularly spaced plots, arranged in a strip or
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rectangular grid given an appropriate layout, these analyses can be applied
to data from a complete or an incomplete block design.

ncreas!ng e#iciency via an analysis that includes estimation of
spatial variation in yield potential has been the focus of a number of recent
articles in the agronomy. (Papadakis, 1937; Williams, 1952; Wilkinson et al.,
1983; Green et al., 1985; Gleeson and Cullis, 1987 and Lefkovitch, 1992).

Green et al. (1985) and Clarke et al. (1994) reported that Least
squares smoothing effectively removed systematic variation and improved
precision of treatment comparisons.

Papadakis method (Papadakis, 1937) received little attention until
discussed by Bartlett (1978). W arren and Mendez, (1982); Wilkinson et a/.
(1983) and Bhatti et al. (1991) indicated that, the papadakis model was
biased and developed a method called nearest neighbor analysis that
overcomes the baised error (Nasr and Omar, 1999). Also, among the
methods described are trend analyses (Kirk et 2/., 1980; Tamura et al., 1988;
Bowman, 1990; Nasr, 1994; Nasr and El-Hady, 1999). Stroup and Mulitze
(1991) have noted a controversy between those who favor spatial analyses
and those who prefer incomplete block designs. More recently, Zimmerman
and Harvill (1991) proposed a method for fitting fertility trends directly rather
than by differencing or use of neighbor residuals. Cavell et al. (1993) reported
that precision may be improved by using spatial analysis methods when
spatial variation is accounted in estimation of treatment means.

Spatial analysis methods differ in their assumptions about the pattern
of variabflity or in how the assumptions are incorporated in the analysis
(Clarke and Baker, 1996). Randomized complete block and incomplete block
analyses assume that the trend effects are constant within each block. Least
squares s moothing ( Graen et al., 1985) estimate trend effects from nearby
plots with most weight on the closest neighbors. The papadakis’ method
(Bartlett, 1978) places equal weight on plots that are immediate neighbors.
Least squares smoothing and the papadakis method assume the trend is
locally linear but differ in how this assumption is incorporated into the
analysis. These concepts can be applied to other large field experiments.

Recommendations have been based on the assumption that the best
method is that which produces the smaliest calculated error, and there has
been little altention given to validity of estimates of precision or corresponding
tests of hypothesis. In m aking c omparisons with the traditional randomized
block analysis, there has also been a tendency to misrepresent the properties
of this analysis by suggesting that the analysis is invalidated by the presence
of systematic variation in the fieid.

The goal of this s tudy was to investiga'e the p ossibility t hat s patial
analysis by least squares smoothing and papadakis adjustment (nearest
neighbor analysis) would result in greater precision compared with a
randomized complete block and lattice analysis, where a large number of
entries are tested in field trials.
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MATERIALS AND METHODS

Two identical experiments were conducted at Gemmeiza agricultural
Research Station during the two growing seasons of 2001/2002 and
2002/2003 to evaluate some bread wheat genotypes under Egyptian
conditions. Each experiment contained 88 bread wheat genotypes were
introduced from Mexico and Syria and 12 local cultivars namely, (Gemmeiza
3, Gemmeiza 5, Gemmeiza 7, Gemmeiza 9, Gemmeiza 10, Giza 164, Giza
168, Giza 170, Sakha 8, Sakha 61, Sakha 69 and Sakha 93). The
experimental design was 10 X 10 triple lattice. The field layout consisted of a
30 X 10 grid of plots, (Fig. 1 a and b). Each plot consisted of 6 rows with 4 m
length with 20 cm between. Cultural practices were applied as usually
recommended for the ordinary wheat fields. The harvested area was 3.6 m°.
Grain yield was recorded in kg/plot for each experiment.

Statistical procedures:

The analysis described below assumes a rectangular (a X b) layout
of plots, with row position indexed by Ri, where | = 1, a, and column position
by Cj, where j = 1, b. Each of the t entries is replicated r time, so that the total
number of plots in the grid is ab = rt. For the plot in row | and column j, plot (i.
j) let Yij represent the observed yield, Tij the unknown yield potential, and
(ij) the effect for the entry assigned to this plot. Then a model which
incorporates spatizl variation is:

Yij =+ 1 (if) + Tij +€jj (1]

Where: u is an overall mean, 1 (ij) and Tij are assumed to be fixed effects
and the ¢ij are random errors.

Mapes of yield trends for fieid plots were calculated using the percent
deviation from trial mean { [ ( Yi- Yi)/Yi] X 100}.

At first, data from the two experiments were analyzed using
randomized complete block design and 10.X10 triple lattice squares, then
data were re-analyzed by using two methods of spatial analysis such as:

A - Least squares smoothing analysls

For field experiments, Green et al.(1985) considered a model that
includes a smooth trend and an independent error. For any plot i, Containing
genotype J, the model for yield response is:

Yij = p+ 1 (if) + Tij + &fj 2]

The terms p + 1 (ij) represent the mean performance of genotype k
occurring in the plot indexed by the iy, row and the ju column of the
experiment. Tj; is that part of environmental component of performance in plot
ij that can be attributed to systematic spatial variation, €; constitutes the
random component of the environmental effect on plot ij.
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Fig. 1-a:Map of fertility gradient of field plots and variability pattern in
season (2001/2002) at Gemmeiza Research Stations
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For the randomized block analysis, the trend effects, Tij were
assumed to be constant for all plots in the same block, i.e., Tij = Bi. For least
squares smoothing, trend effect, Tij were estimated by assuming that, within
rows, their second differences were approximately zero (T;_,—2T;+ T, 1= 0)
and that the independent residuals sij were uncorrelated with each other and
with the trend. Least squares smoothing requires the choice of a tuning
coefficient that balances the need for a smooth trend with the requirement for
uncorrelated residuals. One approach to choosing a suitable tuning
coefficient is to choose one that minimizes the serial correlation between
residuals (Green et al., 1985). These authors pointed out that serial
correlation will be negative for small tuning coefficient and positive for large
tuning coefficient.

To implement that least squares smoothing analysis using SPSS
program. (SPSS inc. 1995) function “Transform” can then be used to fit the
model in Eq. [5] and obtain adjusted entry means.

B - Papadakis analysis (neighbor analysis):

We used an iterated one-dimensional modification of papadakis
method (Stroup et al., 1984) to calculate a trend index from the neighbors on
the long side of each plot. A residual is calculated for each plot by subtracting
the appropriate entry mean from the plot yield. A measure of yield potential,
Xij, is then computed for each plot as the average of the residuals for the
neighboring plots. Adjusted means are obtained for entries by treating the
measures Xij as values of a covariate. That is, adjusted means for entries are
based on fitting the model

Yij = p+ 1 (ij) + bXij + &jj 3]

Where. For interior plots,

Xij=Y(rjor+rjer+ricgj+rimg) [4]

rij = Yi=Yg, [5]
and Y ;) is the mean vyield for the entry assigned to plot (i, j). For border
plots, Xij is the mean of the r j; for the two or three neighboring plots. Blocks
are ignored when carrying out the papadakis analysis. The papadakis
analysis is sometimes described as an analysis of covariance, but note that
Xij is not a true covariate because the rij values are calculated from the
observed yields Yijj. Version of the papadakis analysis is also referred to as
nearest neighbor analysis (Pearce and Moore, 1976; Bhatti et al., 1991). To
implement the papadakis analysis using SAS program. (SAS institute, 1989)
Proc GLM can then be used to fit the model in Eq. [3] and obtain adjusted
entry means.

RESULTS AND DISCUSSION

Mean performance value of 100 genotypes of wheat for grain yield /
plot and coefficient of variation (CV.) are presented in Table 1. The results
indicated that, there were highly significant differences among all studied
genotypes mean and CV. values were high (23.21% and 26.04, respectively)
during the two seasons. As soon as, Figure (1 — a & b) presents field layout
and the maps of fertility gradient of field plots and variability pattern in the two
experiments, showing allocation of the 100 entries arrayed in an 30 X 10 grid.
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The design is a 10 X 10 triple lattice design. The maps and coefficient of
variation values showing the patterns of plots residuals against rows and
column position, showed the extreme spatial variation within plots and
evidence of systematic trends in yield potential for the two trials. These maps
are not similar, the percent deviation from trial means were ranged from (+
100 to — 150) in the first s eason, while, in the second s eason the p ercent
deviation were greater than (+ 200 to — 200). A standard analysis for blocked
designs often does not adequately account for this spatial variability. Recent
advances in spatial statistics suggest that there are better alternatives (Cavell
et al. 1993.; Stroup et al. 1994).

Table 1: Mean performance of grain yield /plot (Kg) for 100 genotypes of
wheat at Gemmiza in
Seasons of 2001/2002 and 2002/2003.

No. :i’gg':w °r(9001/2002  |2002/2003  |No. }i/:;xsety Or5001/2002  |2002/2003
7 Tine =1 2017 7733 57 | Line =51 2687 3470
2 Line - 2 2.887 2.670 52 | Line-52 2.453 2.700
3 Cine - 3 2717 2,500 53 | Line-53 3073 2860
4 Line — 4 3.267 3.050. 54 | Line-54 2.660 3777
5 Line - 5 2503 2477 55 | Line-55 2.897 3013
6 Line — 6 2.560 2,010 56 | Line - 56 3177 3627
7 Line - 7 2.833 2617 57 | Line-57 2350 3.967
8 Line - 8 2733 2.850 58 | Line-58 3093 3110
9 Line — 9 2.933 2550 59 | Line - 59 2780 31130
10 | Line-10 3027 2477 60 | Line - 80 2,643 3793
11 | Line-11 2.960 2877 61 | Line - 61 3017 3167
12 | Cine-12 2683 2.800 62 °| Line-62 2700 3550
13 | Line-13 2623 2.407 63 | Line-63 2520 3.897
14 | Line—1a 2.720 2.470 64 | Line - 64 3140 2657
15 | Line—15 2677 2.460 62 | Line-65 2973 3,590
16 | Line-16 2.297 2,080 66 | Line -66 2683 3.750
17 | Line-17 2620 2.403 67 | Line - 67 3037 3737
18 | Line-18 2.897 2213 68 | Line - 68 2.850 3197
19 | Line-19 3093 2333 69 | Line - 69 2:640 3423
20 | Line-20 1.870 1987 70 | Line-70 2.327 2777
21 | Line - 21 2913 2563 71 | Line-71 2.390 3.207
22 | Uine-22 2,307 2,090 72 | Line-72 25637 4753
23 | Line-23 3.110 2.810 73 | Line~73 2557 3.007
24 | Line-2a 2.860 2310 74 | Line-74 2187 3303
25 | Line-25 3123 3073 75 | Line-75 2283 3503
2% | Line—-26 3.083 2567 . 76 | Line-76 2640 2.900
27 | line-27 2567 2.350 77 | Line-77 2517 3333
28 | Line-28 2823 3607 78 | Line-78 2453 3273
29 | Line-29 3.067 3183 79 | Line-79 2:670 2783
30 | Line-30 2.450 3233 80 | Line -80 2543 3027
31 | Line-31 | 2607 3.057 81 | Line-81 25550 3110
32 | Line-32 2.110 2560 82 | Line-82 2737 2917
33 | Line-33 2.813 2503 83 | Line-83 2593 2.533
34 | Line-34 3193 2977 84 .| Line -84 2017 2150
35 | Line-35 2:610 3393 85 | Line-85 2.460 2.450
36 | Line-36 2.880 3.330 86 | Line - 86 2643 2.503
37 | Line-37 2.963 2913 87 | Line-87 2167 2,150
38 | Line-38 2.830 2.980 88 | Line-88 2833 | 2.350
38 | Line-39 2743 3193 | .89 |Gemmeiza3] 3283 3.097
40 Line - 40 2.267 2717 - -80° [Gemmeiza 5 3.303 3.483
41 | Line-41 2.903 3020 91 |Gemmeiza7| 3610 3433
42 | Line-42 2777 3277 92 |Gemmeiza9| 2907 2.767
43 | Line-43 31180 2,973 93 |Gemmeizat0|  2.280 2093
44 | Line-44 3137 3253 | 94 | Giza164 2493 2.367
45 | Line-45 2570 3653 95 | Giza 168 2433 - 2.267
46 | Line - 46 2.440 2.890 9 | Giza 170 2763 25633
47 | Line-47 2313 2763 97 | Sakhas8 2.863 2333
48 | Line-48 2.940 3567 98 | Sakhal | 3213 | 3230
49 | Line -49 3.090 3.003 99 | Sakha69 3397 3383
50 | Line-50 2617 3.400 100 | Sakha 93 3.603 3.383

Mean 2.740 2.935

L3 0. — 1523 1.230

C V% 23.21 26.04
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The results of observed mean squares of genotypes (GMS),
experimental error (EMS) and F — ratio with significance levels for
randomized complete block, lattice design, least squares smoothing and
papadakis nearest neighbor for experiments were shown in Table 2.

Table 2: Observed mean squares of variance of genotypes,
experimental error and F- ratio with significance | evels for
randomized complete block, lattice design, least squares
smoothing and papadakis nearest neighbor analysis for
experiments on wheat during 2001/2002 and 2002/2003

seasons.
i T f ivsi 2001 / 2002 2002/ 2003
ype of analysis MS F- ratio MS - F- ratio

{1-RCBD: 0,555

Genotypes 0.341 NS . N

Error 0.405 0.845 0.584 1.468
2-Lattice:

Genotypes 0.341 - 0.858 .

Error 0.218 1.562 o562 | 1577
3-Least squares smoothing:

Genotypes 0.255 . 0.684 .

Error 0.069 3.712 0.103 | 686°
4-Papadakis (neighbor analysis):

Genotypes 0.180 . 0.353 -

Error 0.017 | 10-588™" | ;023 | 15348
¥ P> 0.05 level. *. Significant at 0.05 > P > 0.01 level.

**: Significant at 0.01> P > 0.001 level. **: Significant at P < 0.001 level.

The c omparison of p recision among analyses should be based on
reducing of EMS and CV. For each data set analysis, a model based
estimate of the variance can be calculated for each adjusted entry mean. By
comparing the probability levels of treatment differences between four types
of analyses, Lattice design was less effective than the two methods -of spatial
analysis due to heterogeneity across columns of the grid. Cavell et al. (1993)
were found that. On the other hand, papadakis analysis produces an increase
in precision comparable to other analysis. It accounted the smallest EMS. in
the two trials because RCBD, lattice and LSS the estimates of residual
depend on row position only, while the papadakis estimates are different for
each plot. These results coincided with the finding of Cavell et al. 1993;
Clarke and Baker 1996, and Nasr and Omar, 1999.

The percentage of ESS from total SS, from the unadjusted data
(RCBD) was compared with other types of analyses as shown in Table 3.
Over all the two experiments. Papadakis analysis reduced the experimental
error for RCBD from 67.604% and 57.404% to 2.85% and 2.266%,
respectively. Lattice and least squares smoothing (LSS) were intermediate
between the RCBD and p apadakis in all c ases. L attice was less than LSS
and papadakis in reduction percentage in EMS vs. RCBD (Tabl'e3)‘,
Therefore, the problem of systematic variability and correlated residual also
estimated in lattice. On the other word, accounting for spatial variation using
papadakis analysis did not appear to improve precision relative to the RCBD.
The reduction percentage in EMS ranged from 95.8% to 96.1% from EMS. Of
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RCBD in two seasons. These results were confirmed by Cavell et al, (1993);
Clarke &t al, (1994), Stroup et al, (1994), Clarke and Baker, (1996) and Nasr

and Omar, (1809).

Table 3: Percentage of error sum of square (ESS) from total SS. and
reduction Percentage in error mean square of RCBD vs. other
designs in two trials.

Parameters 2001/ 2002 2002/ 2003
%of ESS from total SS:
1- RCBD 67.604 57.404
2- Lattice 31.498 47.717
3-Least squares smoothing 34.468 23.053
4- Papadakis 2.850 2.266
Reduction% in MSS (RCBD
vs. other designs):
1- Lattice 46.173 3.767
2-Least squares smoothing 82.963 82.363
3- Papadakis 95.802 96.062 J

Data in Table 4 presents the coefficient of variation and percentage
of gain in CV. by using RCBD, lattice, Lss. and papadakis analyses in the two
seasons of experimentation, it indicated clearly that papadakis analysis was
more effective for reducing CV. and raising the precision in comparison with
other analyses. The percentage of gain in CV. in the two seasons were the
- highest for p apadakis a nalysis r ecording 79.47% and 80.18%, respectively.
Thus, it may be concluded that gains in efficiency due to papadakis analysis
over RCBD were sufficient enough to justify the use of this type of analysis in
large yield trials where spatial variation exists. This conclusion was in
agreement with the results of Patterson et al, (1978), Bartlett (1978);
Wilkinson et al. (1983); Bhatti et al., (1991) and Nasr and Omar (1999).

Table 4: Coefficient of variation and percentage of gain in CV. by using
RCBD, lattice, LSS. and papadakis analysis in 2001 / 2002 and

2002 / 2003 seasons.

Parameters 2001 /2002 2002/ 2003
Coefficient of variation (cv):
1- RCBD 23.210 26.040
2- Lattice 17.050 25.542
3- Least squares smoothing 9.590 10.950
4- Papadakis 4,764 5.161
[Gain in cv%:
1- Lattice : 26.540 1.912
2-Least squares smoothing 58.682 57.949
3- Papadakis 79.474 80.180

* Gain in cv% = [ (cv of RCBD - cv of other analysis) / cv of RCBD]) X 100

The degree of similarity in genotypes mean for yield adjusted by the
different methods of analysis is indicated by the correlations in Table S.
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Correlation coefficients for adjusted means of lattice and least squares
smoothing were more highly with RCBD, showing that either of these two
methods gave similar results in this data set, and the general rankings of the
genotypes were similar to RCB means. Papadakis gave adjusted means that
were high correlated with unadjusted means but less than with adjusted
means from the other two analyses. Similar results were reported in other
large field experiments studies such as: Stroup et al., (1994)

Table 5: Spatial correlations between genotypes unadjusted mean
yields (RCBD) and adjusted means using lattice, LSS and
papadakis analyses from combined data of the two seasons
2001 /2002 and 2002 / 2003.

Parameters Lattice LSS Papadakis
RCBD . -10.932***. 0.934*** 0.821***
,Lattice . - 10.871** L0767
Least squares smoothing(LSS .- : 0.760**

** : Significant at.P < 0.01 level. ’ ) -
*** : Significant atPtaam level. L o BT

The resuilts “of this study demonstrated Jmproved efﬂcrency due to the
use of two methods of spatial analyses in large field trials with large
heterogeneous blocks. The resuits therefase.indicated: that the lattice- design
gave a less reduced of the values of. experlmenta] .Breor .in :-RGBD.: Least
squares-smoothing' and papadakis analyses confirmed the fesults showing
that there was sufficient systematic yield variation- within blocks to mask’
genotypes .differences. The argument for using spatial analysis 'such as
papadakis_ analysis (nearest neighbar - analysls)-ls that greater gains in-
precision"can sometimes be achieved with such .an analysis tham with an
incomplete blo¢k design and the conventional -analysis. ltseems clear that
precision can be improved by usmg §n nontradltlonat anatys:s wrthout»
necessarily sacrificing validity. - A
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