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Soil moisture and corn yield prediction
using neural network
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Abstract

One of the most important factors that affect irrigation scheduling process
is the continuous information about soil moisture content t¢ decide when to apply
water. The soil water content depends on so many factors such as crop age,
maximum and minimum air temperatures, solar radiation, leaf area index, amount
of irrigation watcr applicd, cvaporation from the soil, transpiration from plants,
drainage, and initial soil moisturc contcot. In_this study, the artificial ncural .
network models are used to predict soil moisture content and crop vield using data
from literature. Two madels were developed The tapology of the back-propagation
modcls were 10 input nodes, 32 hidden nodes and onc. output. nodc for both
networks. The training process took 19010 iterations for soil moisture prediction
with Icarning cocfficicnt = 0.8, momcntum factor a = 0.86 and the crror torm &
was 0.0002. For corn vield prediction network took 20000 iterations with learning
coefficient 7 = 0.8, momentum factor o =0.97 and the error texm & was 0.0003. -
Both nctworks were tested and they gave good results. The correlation cocfficients
between the actual and predicted data for $oil moisture ¢ontent dnd for crop yield
were 0.9963 and 0.9964 respectively. Meanvahile, the root ' mean square errors were
0.165% and 266.1 kg/ha for predicting soil moisture and com yicld respectively.

1 -INTRODUCTION

Neural networks {NNs) can provide solutions for a variety of problems.
Giarratano and Rifey, 1989, and Eberhart and Dobbins, 1990, stated that the best
candidatc problems for NN analysis arc thosc that arc charactcrized by fuzzy,
imprecise, and imperfect knowledge (data), and/or by lack of a clearly stated
mathcmatical algorithms which provide sufficicnt accuracy and speed for the
analysis of the data. It is, however, important that there is enough data to yield
sufficient training and fest sets to train and evaluate the performance of an NN
chfectively. .

Altendorf et al. (1999) refined and validated a NN model capable of
predicting soil water content using soil temperature as mputs. Their results confirm
that the NN model has the potential to predict soi! water content reasonably well,
and certainly much better than linear regression model. Alsc McClendon et
al (1996) uscd the NN with thc PNUTGRO crop growth simmlation modcl to
search for optimal irrigation decisions using Sequential Control Search approach
(8CS). Their results indicated that neural network performed well mscheduhng
irfigation when incorporated as a subroutine in PNUTGRO model.
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Yang et al.(1996) used artificial neural network (ANN) model to predict .
midspan water table depth. The results indicated that ANN model can make
predictions similar to DRAINMOD (a conventional water management model),
faster and with fewer input data.

Ghazanfari et al.(1996) proposed and applied a multi-structure NN
(MSNN) to classify four varieties of pistachio nuts. The MSNN classifier consisted
of four parallel feed-forward NNs. Each network trained individually. The
proposed MSNN classifier gave an overall accuracy of 95.9%, an average increase
of 8.9% over the accuracy obtained by a multi-layer-feed forward neural network
(MLNN) classifier. Elizondo et al.(1994) developed.a. NN model to predict
flowering and physiological maiurity for soybeans. The NN approach gave
promising resnlts when tested with field data. They planned to extend their
evaluation by comparing their results with the crop simulation models.

The development of com plants is a dynamic process fromthe day of
emergence to the day of physiological maturity. It is influenced by several factors
during the growth period. The major factors affecting the plant growth are: type of
hybrid, climate, soil charactenstics, available nuirients, available soil moisture,
present condition of the crop, and damage due to insects and pests. One of the most
influential controllable factors is available soil moisture, which can be managed by
irrigation. Morgan et al,, 1980, identified two phases of corn plant development;
the vegetative phase, which begins at emergence and end just prior to sitking, and
the reproductive phase which begins prior to silking and end at physiological

maturity. The reproductive phase begins approximately halfway between tasseling .

and silking, about 61 days after emergence (DAE) and ends at physiological
maturity (126 DAE) This period is the most critical period of com plant
development in terms of grain yield. Moisture stress during this peniod will result
in reduction of yield by as munch as 50% (Classen et al., 1970). Atthough there are
many factors that influence crop plant growth and yield, available moisture content
and nutrients could be managed by irrigation .and fertilization Ffespectively. The
effect of water stress is severe during the early stages of the reproductive period
and is reduced at later stages. Therefore, the objective of this work was 1o develop
NN models that predict soil moistare content and yield for corn during this period
utilizing actual data from literature.

H - MATERIALS AND METHQDS
2-1. Neural Network Destription

Artificial neural networks (ANNs) aré computational systems, either
hardware or software, which mimic the computational abilities of biological
systems by using large number of simple, interconnected anrificial neurons
(Rumelbart et al., 1986 and Maren, et al, 1990). Artificial neurons are simple
emulation of biological neurons; they take in information from sensor(s) or other
artificial neurons, perform very simple Boolean or arithmetic functions on this
data, and pass the results on to other artificial neurons. NNs operate by having their
many artificial neurons process data in this manner. The key of the functioning of

Misr J. Ag. Eng., January 2004 155 |



an ANNs is the weights associated with each element (Giarratano and Riley, 1989).
The tmput signals to the neuron are multiplied by the weights and summed to yield
the total neuron input. The neuron output is often taken as a sigmoid function of the
input. The three main characteristics which describe a NN, and which contribute to
its fumctional abilities are: structure (a large number of very simple neuronlike ...
processing elements, and a large number of connections. between the elements -
which encode the knowledge of a network), dynamics (highly paratlel, distributed
controf), and leaming (internal representation is learned antomatically) (Maren, &t
al., 1990, and Rich and Knight, 199]).

2-2. Backpropagation. Algorithm
In general, the main purpose of using a NN is to compute a set of weights
that maps inputs onto corresponding outputs, if a set of input-—cutput vector pairs
exists. This could be described as:

1 — Assume that A , B and C are the number of units in the input , hidden and
output layers, respectively as shown in Fig. (1}. The input and the hidden layers
each have an extra unit used for thresholding; called the bias neurode, which is
assumed to have an output of 1 at all times.

2- Initialize the weights in the petwork. Each weight should be set randomiy to a
number between -0.3 .and 0.3. ie;

Wi, = random (-0.3,03)foralli=0,.....,A
W2; = random (-0.3,03)foralli=0,... ..

3- Initialize the activation of the thresholding units where both x, and h,, equai fo 1.
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Fig (1 } A multilayer neuron learning a!goﬂﬁm by backpropagation
| 156



4- For the input vector x; and the target output vector y;, assign activation levels to
the input units.

'5- Propagate the activations from the units in the input layer to the units in the
hidden layer using the sigmoid activation function; shown in Fig. (2). The output of
the sigmoid function is fimited to values between (.and 1. For a net input of zero to
the neurode, the output is 0.5. For large negative netinput values, the neurode ..
output approaches 0; for large positive values, it approaches 1. This is explained by
Eq. (1) as follows:

h, = L
14 ¢ Lmo"le%
6- Propagate the activations from the units in the hidden layer to the units in the

output layer, as given by Eq. (2):

for all j:l....,B ()

l
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Fig. (2) Sigmoid transfer function used in back-prapagation network.
7- Compute the errors of the units in the output layer (32;), which are based on the
network’s actual output (O;) and the target oatput (y;) as:

52,=0,(1-0,)(»,-0,) forall j=1..,C (3

The error over all neurodes was summed, giving a grand total for all
ncurodes and all patterns, Then the grand total was divided _by the number of
. patierps, 1o give an average sum-squared error value. The goal of the training
process is to minimize this average sum-squared error over all training pattems.

8- Compute the errors of the units in the hidden layer (81) as:

C
81, =h (1-h)> 62, w2, forall j=1...B (4)
i=)
9- Adjust the weights between the hiddea layer and the oufput layer, as:

Aw2, =n.62, b, fordl i=0,. .B, j=1.. C (5

‘Where:
- 1= learning rate between 0,1.
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10~ Adjust the weights between the input layer and the hidden layer, as:
Awl, =7}.511.xi Jor all i=0,..,A, j=l..B (6)

11- Go to step 4 and repeat. When all input-output pairs have been presented to the
network, one epoch has been completed. The speed of learning can be increased by
modifying the weight modification steps 9 and 10 1o include a momentum term q.
The weight update formulas become: -

Aw2, (t+D)=10.62 .k +adwl (1) N V)

Awl, (t+1)=70.01, x, +aAwl () (8)
Where 5, x, 61 and 42, are measured at time {1+ /) and Aw,(?} is the change the
weight experienced during the pervious backward pass. .
2-3. Modet Development
In this study the source code of the NNTs written by Eberhart and
Dobbins, 1990 was modified to be able to read and write data from files. The
peripheral program for initializing the weights was also modified to be able to store
the imitial weights into files that will be recafled by the first program. Then,
different values for the number of hidden neurodes (8, 10, 12, 16, 24, 32) along
with different values of the learning coefficient 1 and the momentum factor a were
used to develop and train the neural network models. The program was written in
C™ language. Simple, three-layer back-propagation. models (Fig.3) were developed
n this study. The first NN model was used to predict soil moisture content during
the reproductive phase of corn crop. The second model was used to predict the
yield for com crop during the same period. Both models consist of 10 nodes in the
mpat dayer, 32 nodes in the hidden layer and one node in the input layer.

Connection Connﬂnion
{weight) Vir.(wei@ﬁ

hput 1

Input . B
hyﬁ. -.-wa' - - hya,. -
Fig. (3) Back-propapation network structure,

: 2.4, Network Input _

The data collected by (Rajn, 1984), at Manhattan, Kansas, were used to
tvam and test the NNs. These data started from the day 61 afier emergence till the
day 126; end of physiological maturity. The NN inputs were; days since emergence
{days), maximum tcmperatare (°c), minimum temperature (°c), solar radiation
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(ly/day), leaf area index, irrigation water applied (mm/day), evaporation from the
soil {(mm/day), transpiration from the plants (mm/day), drainage (mm/day), and
initial soil moisture content {(%). : .

The combination of input and associated qutput comprises a pattern vector.
The input part is fisted first, then the output. All available patterns were divided
into two categories or sets: training set and a fest set. In this work, 36 pattemns of -
the available data set (66 patterns) were used to train the network. Then the
reminder 30 patterns were used to test the network. :

.2-5. Normalizing the data = . _

Normalizing input patterns can actually provide a tool for preprocessing
data in different ways. The data couki be normalized by considering all of the
inputs together, normalize each input channel séparately, or normalize groups of
channels in some way that makes sease.. In this work the ,s@pondoptmnwas
applled to normalize the input data by the following rule, as:

ND =({(D-D YD, —-D, N*0.75 (%)
Where:
ND = normalized data,
D =data,

Dpir = minimum reading for that data, and
Dpe = maxinmm reading for that data.

The error term was chosen o be as small as 0.0002 for the first model
{soil moisture content prediction) and as 0.0003 for the second model (crop yield
prediction). For the soil moisture contemt prediction the network takes 19,010

iterations 1o be trained with 1= 0.8, @ = 0.86 and the number of hidden neurodes is

32. For the crop yield predlmonﬂ:enetwmkmodeltakesmoomtemnonsmbe '
trained with n= 0.8 , a = 0.97 and the aumber of hidden meurods is 32.
2-6. Testing the neural network models
The test/run operational mode just involves presenting an input set to the
input neurodes and calculating the resulting output state in one forward pass. Afier
the two models have been trained, they were tested using 30 patterns. These -
patterns were not exposed to the neural network before. The test/nin mode involves -

presenting the testing set to the input newrodes and calculating the resulting output
in one forward pass. 'IhemorswereﬂﬂWandO.ﬂOOBQforiwhngboﬂmm

respectively.
III- RESULTS AND DISCUSSION -

To evaluate the performance of the network models, the results of training

and testing the two models were plotted in Fig. 4,5 and Fig. 6, 7 for the actualand .

the predicted data for soil water content and crop yield respectively. Visual
inspection of the plots indicates that the neural network models fotlow the trend of
the data very well especially with the soil moisture content prediction model.
Statistics for all the test data sets are given in the following Table:
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item Soil moisture Expected vield
RMSE’ 01645% | 2661 kg/ta.
e 0.99629 - T 0996396
Slope 0.965215 o 0953542
Intercept 0.404276 - 3 319852
* Root mean Square eqor

The RMSE is as low as 0.1645% for the soil moisture content and the
values from the vegression of the predicted versus measured were closerto 1.0 (0
.99629). While RMSE for the expected crop yield model is 266.1 kg/ha , and the r
value is also high and closer to 1.0 (0.99639). These results indicate that both
models are good in expecting the actual values. The primary weakness of the
second model is the over prediction of the crop vield at the early stage of the
reproductive phase. However, the model predicts more accurately af later stages of
the reproductive phase.

The overall performance of the NN models was very good. They could
predict the soil moisture content and the crop yield accurately and much easier than
the crop growth simulation modes. The results of the expected soil moisture
content could be used for irmgation scheduling purposes. The results of the
expected crop vield could be used for evaluating the expected revenue from the

crop. -
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Fig. (4): Actual émd predicted soil moisture content.
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IV -SUMMARY AND CONCLUSION ‘

The overall objective of this research was to develop a system, which can
predict soil moisture content and the crop yseld for corn during the reproductive
phasc, accurately and inexpensively based on the available weather data. Use of a
neural network was considered because once the network was trained, it is easier to
use than crop growth simulation models.

Two separate networks were developed to predict soil moisture content and
the crop yield for corn. The networks were trained using data from literature. A
subset of the data was used as a training set. Once trained to a desired tolerance, the
networks were tested using the reminder of the data. The overall performance of
the neural network models was very good. The coefficient of determination (r° )
between the actual and the predicted values for soil moisture and crop yield were
0.9963, 0.9964 respectivelv. The primary weakness of the second model (crop
yield) was a tendency to overpredict early values of crop yield. .

Applying the back propagation neural network to predict soil moisture and
yield for com crop gives good resuits in both cases. The results could be used for
srrigation scheduling according to the predicted soil moisture. Also, the predicted
yield could be used to evaluate the net revenue from that crop.
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