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ABSTRACT

The aim of the present study is to assessment of
different indices depicting soil texture for predicting chisel
plow draft using neural networks. So, six neural network
models with different inputs and one output were trained
using a backpropagation learning algorithm. The solil
texture indices were formed by different combinations of
soil fractions. Available data in literature, directly related
to our subject, were collected. These data were
observations of field experiments. The input parameters
were soil fractions in different forms (soil texture index),
plowing depth, rated plow width, forward speed, initial soil
moisture content, initial soil bulk density and rated tractor
power. The results showed that the neural network model
with any soil texture index represented by soil fractions
could predict chisel plow draft with reasonable accuracy.
Correlation coefficients values between actual and
predicted draft were higher than 0.80 for all neural
network models, However, values of mean absolute
percentage error were 11.027 % and 11.887 % during
training and testing the developed neural network model
which used s0il fractions values to represent soif texture as

separated inputs, respectively.
INTRODUCTION

Draft affects the energy requirement of tillage
implements. It reflects the soil physical conditions and
the degree of compaction of agricultural soils. For
unique soil type, plowing speed and implement design,
draft varies with soil bulk density, soil moisture content
and piowing depth. These influencing factors are the
main axis of interest of previous research, adapting field
experiments to understand how these factors affect the
draft of tillage implements (Mouazen and Ramon,
2002).

Instrumentation systems to determine energy
requirements of tractor-implement system have been
developed by agricultural machinery manufactures,
universities and governmental agencies. These systems
are generally complex and expensive. So, predicting is
an important and effective factor in efficient planing.
Accurate predicting tillage implements draft is of prime
importance  to enhance crop productivity and
sustainable agriculture,
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Several researches have attempted to model the draft
requirements using linear and nonlinear regressions for
unique soil type. These attempts produced many
empirical equations to predict draft as dependent
parameter and soil physical and working conditions as
independent parameters. The draft empirical equations
were ranged from simple to complex.

Michel et al. (1985) showed that the variation in
power, energy and fuel consumption for primary tillage
could be attributed to many variables including soil
moisture, soil density and operation speed and depth.
Chandon and Kushwaha (2002) mentioned that tillage
energy is a function of the operating speed, working
depth, tool characteristics and soil properties. However,
soil moisture content, calcium carbonate, soil buik
density and soil fractions affected the penetration
resistance (saad, 2003).

Dahab and Al-Hashem (2002) studied the effect of
tractor power working on clay loam soil on drawbar
pull. The results showed that the increase in tractor
power had a highly significant effect on drawbar pull.
Harriagn and Rotz (1995) mentioned that farm managers
and consuitants use draft or power data to match tractors
with implements and to estimate fuel requirements.
Grisso et al. (1996) reported that draft required during
tillage is a function of soil properties, working depth,
tool geometry, travel speed and width of the implement.
It is an important parameter for measuring and
evaluating implement performance for energy
requirements.

In the field of tillage, Kushwaha and Chi (19‘5‘1')
showed that theoretical methods were developed, in
recent years, for predicting soit forces during tillage
operations. These methods can be divided into two
categories: analytical and numerical. The analytical
methods provided fairly simple equations to evaluate the
soil forces on the tool. With the accessibility of
computers, a numerical method was also developed to
solve the soil-cuiting problem. Finite element analysis
provides flexibility of predicting soil forces for different
blade shapes.
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Recently, using neural networks method in
prediction has been applied in different agricultural
engineering and soil science fields with great success.
Neural networks have the advantage of making complex
decisions based on the unbiased selection of the most
important parameters from a large number of computing
parameters. This is particularly important in the area of
agricultural mechanization, where the principles
governing machine performance are compiex and not
yet fully understood. The researcher is then able to
explore various hypotheses in the most general terms,
using the neural network as a tool to prioritize the
relevant information.

The ability of artificial neural networks in prediction
in the field of agricultural engineering and soil science
was seen by different researchers (Aboukarima et al.,
2003, El Awady etal,2003; El Awady et al.,2004;
Kushwaha and Zhang, 1997; Zhang and Kushawaha,
1999; Hassan and Tohmaz, 1995; Lentzscha et al.,
2005; Kaul et al., 2005; Licznara and Nearingb, 2003,
Parlak et al., 2006 and Merdun et al,, 2005). Using
neural networks method in prediction tillage implements
draft or pull requirements showed great success as
results of studies by Aboukarima (2004) and Al-Janobi
et al. (2001). Howevere, Tohmaz and Hassan (1995)
used a neural network to study the tractive performance
of a rubber-tired skidder operating on soft organic soil
and showed that good generalizaition of the pull-load
relationships with data not used in network training.
ingleby and Crowe (2001) used a neural network for
predicting organic matter content in Saskatchewan soils.
Marcel and Leij (1998) used a neural network to predict
soil water retention and soil hydraulic conductivity.
Yang et al. (1997) estimated soil temperature using &
neural network. All these studies were considered that
a well-trained neural network model provided fast and
consistent results, making it an easy-to-us¢ tool in
studies for such soil and agricultural engineering
problems.

The objective of this study is to assessment of
different indices depicting soil texture for predicting
chise! plow draft using neural networks.

MATERIALS AND METHODS

Neural Network:

The neural network used in this study is the
multilayer perceptron (MLP). Details about the MLP
can be found in Haykin (1999). According to Dutot et
al. (2003) a MLP consists of a multi-level neural
network with a supervised training phase. The basic
structure of an artificial neuron in a MLP is shown in
Fig. (1). Basically, the neuron works by transferring the
weighted sum of the input data through a nonlinear

{transfer) function (e.g. sigmoid, hyperbolic tangent
(tanh),...etc.) into the output of the neuron. The total
MLP consists of a network of several neurons assembled
in layers.
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Fig. 1. Basic structure of an artificial neuron as
shown in Dutot et al. (2003).

The neurons of a specific layer are generally all
connected to the neurons of the following layer, Fig. {2).
During & supervised training phase, relationships
between the predictors {input data) and the predicated
(output data) are computed within the MLP. During this
procedure, differences between actual and predicted
results are computed. These differences are used to
derive the optimal connecting weight. In this phase,
named the minimization phase of the differences
between actual and predicted data, the optimization of
the weights is set up according to a backpropagation
procedure.

Input La-or

Fig. 2. Schematic artificial neural neiwork of the
multilayer perceptron.
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Indeed, such a procedure is a convenient way of
calcuiating the derivative of an error function with
respect to the weights. In order to learn a given behavior
in a stable way, each leaming example is presented to
the network several times. The final weights can then be
used for the prediction of unknown rate constant of new
moiecuies. In a statistical point of view, the MLP neural

networks can be seen as multiple nonlinear regression
methods:

y-zw[(z‘,x‘]) ............... (1)

Where Y is the neural network model output, f'is a
8" shaped function, x, are the input data and w; and w;
are the parameters of the regression (i.e. the connecting
weight) obtained by minimization of the error between
actual and predicted values during the training phase.

An important feature of the MLP is its capability to
mode] ail the smooth functional relationships between
predictors and predictions, This ability can be fulfilled
with only one hidden layer in the MLP that consequently
results in a very simple architecture. The optimization of
both the nonlinear function and the geometry of the
neural network were performed after many empirical
trials. In the present study, the error function used is the
delta rule. This rule determines the weights w, by
minimizing “E™:

where: F is actual observations and Y is the
predicted values. Finally, these best weights are applied
on unseen data that constitute the testing set. These
results are used to quantify the quality of the neural
network performance.

Representing Soil texture:

Altendorf et al. (1999) showed that to make any
model more universal, a variable describing the soil
fractions must be added to the input layer in neural
network applications. By browsing through literature,
different equations were formulated to represent soil
fractions (sand, silt, and clay) in numeric values as soil
texture index to be used in mathematical models.
Elbanna (1990) mentioned that clay ratio (CR) could
represent soil texture and it could be calculated as
follows:

Where S, S, and C, are % of silt, sand, and clay

fractions in soil, respectively. Oskoui and Harvey (1992)
developed a formula to estimate soil texture index. They
mentioned that soil texture index represents soil type
better than clay ratio. The clay ratio only reflects the
effect of clay content and, to a limited extent, the effect
of sand content. It is insensitive to values of silt content.
For example, 30% clay, 5% silt, and 65% sand has the
same clay ratio as 30% clay, 65% silt, and 5% sand.
These two soils have completely different physical
properties. The soil texture index (CTI) could be
calculated according to them as follows:

c.
CTI = log (S, )

e 4)
100

Oskoui and Harvey (1992) showed that the CTI
reflects the effects of all three of the soil fractions. The
CTI produces unique numbers for every combination of
sand, silt, and clay contents. The justification for
choosing CTI is that the clay fraction influences
cohesive properties by its virtue of chemical bond and
using clay as an exponent reflects the relative
importance of cohesion to friction. The silt fraction
becomes more important in the absence of large
amounts of clay fraction and its inclusion at the base of
the power function reflects this relative importance.

Zein Eldin (1995) developed a formula to calculate
soil texture index as follows;

log (S, +

7l = 100

It is remarked that the soit texture indices of Zein
Eldin (1995) and Oskoui and Harvey (1992) are
practically identical for all soil types. This is because the
Eq. (4) of Oskoui and Harvey (1992) represents the sand
fraction implicitly since the sum of sand, silt and clay
contents is always constant.

Ismail (2002) found that there was a significant
interaction between clay ratio (CR) and silt ratio (SR).
He mentioned that this was a logic result because clay
percent in the soil is not responsible only for soil
resistance since soil contains high percentage of silt,
Therefore, a modification was done to calculate this
interaction and the soil texture index (CSI) could be
calculated according him as follows:

cst ol —Co 1l oS dens 6)
5, +8, §,+C,

Also, the silt ratio (SR) as mentioned by Ismail
(2002) was taken to represent soil texture and it could be
calculated according him as follows:
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S, +C,

On the other hand, Oskoui and Harvey (1992) and
Ismail (2002) showed that the clay percent in the soil is
not responsible only for soil resistance since soil
contains high percentage of silt. So, in the present study
, modified soil texture index (STI) was implemented to
represent importance of silt content in soil and it could
be obtained as follows;

S
SR = L :| ............ (N

ST = ————— .. (8)

Where S,, S, and C, are % of silt, sand, and clay

fractions in soil, respectively. Finally, soil fractions
(sand, silt, and clay) are represented in numeric values
in the input layer as separated values (its model named
SSC) to represent soil texture, So, in the present study 6
neural network maxiels are available.

Evgluation Criteria:

In most prediction situations, accuracy is treated as
the over-riding criterion for selecting a predicting
method. Makridakis et al. {1998) mentioned some
standard statistical measures. If F, is the actual
observation for period t and Y, is the prediction for the
same period for n periods, then there will be n error

terms, and the following standard statistical measures
can be defined as follows: (a) root mean sequare error

(RMSE). It measures standard deviation between
observed and predicted data.

RMSE =\/:l_z":(p,_y,)2 ............. ©)

(b):To make comparisons, relative or percentage
error measures must be defined as:

PE, = [_EL:L}X 100 «ooeeriinenn (10)
Y,
1 L
MPE = o PE  vrrererinenen (11)
n tz-l ' ’
MAPE = ]_Z" |PE 'l ........ (12)
L

Where PE; is percentage error (%), MPE is mean
percentage error (%), and MAPE is mean absolute
percentage error (%). The correlation coefficient (r)
between the actual and the predicted observations was
also used as a criterion for comparison.

Collecting Required Data:

Available data in literatures, which directly related to
our subject, are collected from (Abd El Maksoud, 1970,
Nasr, 1985; El Sheikha, 1989; idris, 1990; Obaia, 1991;

Table 1. Statistical parameters of collecting data that describe affecting input parameters used in developing neural

network models for predicting chisel plow draft.

Statistical parameters*

Input parameters Units . ;
Average Minimum Maximum  Standard deviation
Rated tractor power+ (kW) 47.11 22.07 103.01 15.57
Rated plow width {m) 1.75 1.00 310 0.24
Plowing depth {cm) 16.58 .00 26.00 4.30
Forward speed (km/h) 3.46 0.94 7.20 1.10 )
CTi (-} 0.540 0.026 0.842 0.254
§ CR (=) 0.704 0.031 1.805 0.411
E Csl (=) 0.329 0.002 0.647 0.210
STI (-) 0.441 0.022 0.706 0.208
é SR {—) 0.433 0.024 0918 0.226
§ o . (%) 33.57 10.08 91.00 24.33
174 i (%) 28.03 2.30 47.87 11.93
C, (%) 37.05 3.00 62.10 16.35
Initial soil moisture content (%.d.b) 21.85 4.60 41.73 7.19
Initial soil bulk density (g/cm’) 1.36 0.90 .83 0.17

* No. of observations = 1026.
+ According to tractor operator’s manual.
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Bahnas, 1999; Shaban, 1999 and Ghazy, 2000). All
these studies executed field experiments under Egyptian
conditions using different chisel plows (only one pass
over the soil) in different Egyptian sites with different
changeable working conditions. Collected data sets were
1026 data points. Table (1) shows some statistical
parameters of collecting data that describe affecting
input parameters used in developing neural network
models for predicting chisel plow draft.

Developing Neural Network Models:

Using commercially available software, Qnet2000
(Vesta Services, 2000), implementation of multilayer
perceptron with the backpropagation network in
supervised manner was used to develop the neural
network models. The neural network models input
parameters are plowing depth, rated plow width,
forward speed, soil texture index, initial soil moisture
content, initial soil bulk density, and rated tractor power
{according to tractor operator's manual). However, six
neural network models were used, fixing training data
set, number of hidden layers, number of neuron in every
hidden layers, number of iterations, momentum factor,
and leaming rate and the changing input parameter is
only values of soil fractions forms. The output is draft
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of the chisel plow. The data were normalized by the
software. In the present study, the optimum structure of
the neural network models is done using trial and error
method. The optimum structure was based on
minimizing the difference between the model output
and the desired output using training data set (900 data
points). Once the optimal structure with respect to the
number of hidden layers, number of neurons in each
hidden layer and learning runs was found, the
performance of the neural network modeis was tested
with testing data set (126 data points). The computed
errors converged to & minimum value for predicted
output at one hidden layer with 10 neurons. Also, the
optimum configuration of the models is achieved at
10000 iteration. The hidden and the output layers have
a sigmoid activation function. The leaming rate and
momentum factor were 0.01 and 0.8, respectively.
Table (2) shows the definitions, training control values
and training error for different neural network models.
To validate the developed neural network models,
ancther data were taken from Khadr (2004) and
Aboukarima (2004). Validation input data are shown in
Table (3) and they not used in training or testing
phases.

Table 2.Definitions, training control values and training error for different neural network models.

Different items

Neural network models

CTI CR Csl ST1 SR §sC
Network layers 3 3 3 3 3 3
Input neurons 7 7 7 7 7 9
Output neurons 1 1 1 1 l I
Hidden neurons I0 10 10 10 10 10
Transfer function Sigmoid Sigmoid Sigmoid Sigmoid Sigmoid Sigmoid
Connections 80 80 80 80 80 - 100
Training patterns 900 900 900 900 900 900
Network size (Bytes) 92128 92128 92128 92128 92128 99740
Training mode Standard Standard Standard Standard Standard Standard
Maximum iteration 10000 10000 10000 10000 10000 10000
Leamning rate 0.01 0.01 0.01 0.01 0.01 0.01
Momentum 08 0.8 0.8 0.8 0.8 0.8
Patterns per update 900 900 900 900 900 900
Training speed (CPS}) 4724 4285 4726 4475 4964 5443
Training error 0.0507 0.0466 0.0483 0.0455 0.0474 0.0427
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RESULTS AND DISCUSSION

Neural network with one hidden layer of 10 neurons
was found to best model the relationship between the
affecting parameters and draft of chisel plow, In all
neural network models, the magnitude of training error
was nearly constant and tends to be 0.0427 - 0.0507,
Table (2). This trend could be due to that all data were
normalized before training neural network models.

175

Table (4) illustrates comparisons of predictions
using different neural network models during training
and testing phases. With regard to the correlation
coefficient, the neural network model which used
seperated soil frictions (SSC model) gave nearly higher
values of correlation coefficiens compared to other
neural network models during training and testing
phases.

Table 3. Validation input data for the developed neural network models for predicting chisel plow draft.

Rated tractor  Rated Plowing  Forward

Initial soll ) sl

power  plow width  depth speed Sand Sitt Clay ':::;?: bulk density Data points
(kW) {m) {cm) (km/h) (%) (%) (%) (%,d.b) {g/em’) )
Dats frem Khadr (2004)
80.93 1.75 14.92 3.20 15.60 20.40 64.00 19.80 .15 1
80.93 1.75 14.87 3.56 15.60 20.40 64.00 19.80 1.15 2
80.93 1.75 i4.80 370 15.60 20.40 64.00 19.8¢ L15 3
. 80.93 1.75 14.00 4.70 15.60 20.40 64.00 19.80 L.15 4
80.93 1.75 13.40 6.90 15.60 20.40 64.00 19.80 1.15 5
Data from Aboukarima (2004)
80.93 1.75 17.00 2.50 28.50 17.70 53.70 17.42 1.35 6
80.93 175 17.00 l40 28.50 17.70 53.70 17.42 1.35 7
80.93 1.75 17.00 4.80 28.50 17.70 53.70 17.42 1.35 8
80.93 1.75 18.00 2.40 28.50 i7.70 53.70 17.55 1.30 9
80.93 1.75 18.00 3.50 28.50 17.70 53.70 17.55 1.30 10
80.93 175 18.00 5.10 28.50 17.70 53.70 17.55 1.30 1
80.93 1.75 18.00 2.50 28.50 17.70 53.70 20.02 1.38 12
80.93 1.75 18.00 3.20 28.50 17.70 53.70 20.02 1.38 13
80.93 1.75 18.00 5.10 28.50 17.70 53.70 20.02 1.38 14

Table 4. Evaluation criteria of predictive neural network models for chisel plow draft during training and

testing phases.
MPE MAPE RMSE Correlation coefficient
Neursl
network (%) (%) (kN) -_—
models . o . L - ., -
Training Testing Training Testing  Training Testing Training Testing
CTl 0.463 -6,780 11.826 14.328 2.658 2.957 0.862 0.802
CR -2.072 -1.652 11.279 12.192 2.442 2.726 0.881 0.832
Csl -2.756 -1.471 11.608 12.841 2.534 2812 0.872 0.819
STI -2.109 -2.646 11.297 12.399 2.387 2.617 0.887 0.845
SR -2.222 -3.817 11.840 13.693 2.485 2.876 0.877 0.810
SS8C -4.893 -0.300 11.027 11.887 2237 2.488 0.906 0.866
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From Table (4), it is seen that the SSC neural
network model gave less vaiues of MAPE and RMSE
during training and testing phases. Meanwhile, CTI
neural network model gave positive value of MPE
during training phase. However, as with the MPE is
likely to be small since positive and negative PEs tend
to offset one another. Hence, the MAPE is defined
using absolute values of PE, in Eq. (12). Fig. (3) shows
comparisons of RMSE during training and testing
phases for the six neural network models. It is seen that
the SSC neural network model gave less value of
RMSE during training and testing phases. RMSE
measures the standard deviation of the errors.
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Fig. 3. Comparisons of RMSE during training and

testing phases for the predictive neural network
models,

Fig. (4) shows predicted versus actual draft using
testing data with the six neural network models. Visual
inspection of Fig. (4) indicates that the six neural
network models follow the trends of the data relatively
well. Also, scattering data show there is some tendency
for the network to under- or overestimated chisel plow
draft for all noural network models, however, data points
were more widely dispersed about the ideal line (i:1).
This greater dispersion corresponding to a relatively
large testing RMSE values for the six neural network
models.
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Fig. 4. Actual and predicted chisel plow draft
(testing data) using six neural network models.

Overall, all ncural network models provided good
performance with any combination of soil fractions (i.e.
soil texture index) as shown in Table (4). Little
improvements in predictive accuracy may be possible
through selection of inputs including separated soil
frictions as RMSE value of SSC i.cural network model
equals to 2,488 kN in testing phase compared to higher
values of other neural network models of 2.957, 2.726,
2.812, 2.617 and 2.876 kN for CTI, CR, CSI, ST1 and
SR neural network models, respectively. In general, the
neural network model performs best when presented
with data representing soil fractions as their separated
values.

Table (5) shows actal chisel plow draft of
validation data and percentage errors and MPE values
when using six neural network models in predicting
draft, 1t is seen from Table (5) that the SSC neural
network model predicted chise! plow draft using
validation data with reasonable accuracy, however, MPE
value is ~5.37 % compared to other values of MPE for
CTl, CR, CSI, STI and SR neural network models for
data from Khadr (2004).
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Table S. Actual chisel plow draft of validation data and percentage errors and MPE values when using six

neural network models in predicting draft.

Actusl chisel plow draft Percentage errors (PE, %) using different neural network models Data points
(kN) CTi CR Csi STl SR SSC —
Data from Khadr (2004)
16.64 2530 -17.55 -6.55 27.82 20.19 1.i4 1
16.72 -28.41 -23.50 -9.81 24.16 16.63 =275 2
1.2 -26.26 -22.43 -71.96 24.75 17.55 -1.51 3
17.30 <34.97 -36.36 -13.93 15.32 8.67 ~12.49 4
2023 -23.97 -32.38 6.18 15.72 8.21 -11.22 5
MPE, % -27.78 -26.44 -6.41 21.56 14.25 -5.37
Data from Aboukarima (2004)
1223 -12.51 -7.11 7.60 15.62 11.37 12.02 6
13.28 -16.27 -19.88 1.51 7.53 5.65 154 7
14.77 «22.34 -36.09 -4.74 -3.59 -3.18 -9.00 8
11.20 -20.54 -12.50 4.82 12.95 3.30 1.77 9
12.59 «24.78 -26.69 -2.30 3.34 -3.02 -2.30 10
14.51 =30.60 -41.90 -8.41 -8.41 -11.72 -14.89 ]
11.86 -8.26 -2.28 329 14.59 13.83 13.91 12
12.85 -10.19 -12.30 -0.86 8.79 10.35 7.78 13
1548 -15.76 -32.88 -6.65 -4.01 1.49 -6.40 14
MPE, % -17.92 -21.29 -0.64 520 312 1.38

Table (6) shows the correlation coefficients between
actual and predicted chise! plow draft using validation
data, however, correlation coefficients are above 0.90.
Higher values of correlation coefficients for data from
Aboukarima (2004) (r = 0.99) compared to correlation
coefficients values (r = 0.9% —0.95) for data from Khadr

(2004) are due to less deviations in draft data as
depicted by MPE values, Table (5) Theses results show
that the neural networks models offer the potential for
better chisel plow draft predicts, which can lead to better
management of the tractor-implement interaction with

soil type.

Table 6. Correlation coefficients between actual and predicted chisel plow draft using validation data.

Neural network models
Source of data Data points
CTI CR CSl1 ST SR S8C CTl
Correlation coefficients (r)
Khadr (2004) Fromlto$ 0.91 0.93 0.94 0.94 095 0.95 0.91
Aboukarima (2004) From6to 8 0.99 0.99 0.99 0.99 0.99 0.99 0.99
Aboukarima (2004) From 9 to i1 0.99 0.9 0.99 0.99 0.99 0.9% 099

Aboukarima (2004) From 12 to 14 0.99

0.99 0.99 0.99 0.99 0.99 0.99
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CONCLUSION

This study was undertaken 1o assessment of
different indices depicting soil texture for predicting
chisel plow draft using neural networks, The data
needed were taken from pervious studies. To make the
neural network model more universal, a variable
describing the soil fractions (i.e. soil texture index)
added to the input layer. Six forms of soil texture index
were formulated to describe soil fractions. Training data
set was the same for the six neural network modeis
except that soil fractions form was changed. The
developed neural network models were found to
perform well in both training and testing for six soil
fractions forms. Overall, all neural network models
provided good performance with any combination of
soil fractions. Little improvements in predictive
accuracy may be possible through selection of inputs
including separated soil frictions as RMSE value of
SSC neurat network model equals to 2.488 kN in testing
phase compared to higher values of other neural network
models of 2.957, 2.726, 2.812, 2.617 and 2.876 kN for
CTI, CR, CSI, STI and SR neural network models,
respectively, With regard to error criteria, any form
could represent soil fractions during developing neural
network model, but when soil fractions values were put
as seprated inputs, they gave best results. Finally, the
test of hypothesis using correlation coefficent and root
mean square error indicated that the neural network
predicts chisel plow draft with reasonable accuracy.
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