
Misr J. Ag. Eng., January 2009 11 

 SELECTING THE BEST REMOTE SENSING 
PLATFORM FOR AGRICULTURAL ASSESSMENT 

USING MULTI-OBJECTIVE ANALYSIS  

A. Roanhorse1, D. El Shikha2, F. Szidarovszky3, P. Waller1  

ABSTRACT 

Remote sensing has been identified as a cost-effective technology for site-
specific management. This technology offers geographically extensive and 
continuous assessment of plants, soil and water resources, and other land 
surface phenomena. Selection of the best available remote sensing 
technology is determined in most cases by platform and sensor attributes. 
If these attributes can be quantified, then a multi-objective analysis may be 
performed to assess quantitatively the tradeoffs between different sensor 
and platform attributes, identifying the best overall technology. Pioneer 
work was presented by applying multi-objective analyses to remote 
sensing technology. Experts were surveyed to identify the best overall 
technology for agricultural purposes at three different pixel sizes: very fine 
(<5 cm), fine to moderate (0.5 m – 1.0 m), and moderate to coarse 
resolutions (0.1 km – 1.0 km). Platform technologies included hand held 
sensors, booms, remotely piloted vehicles, unmanned aerial vehicles, 
manned aircraft, Quickbird, Landsat, AVHRR, MODIS, ASTER, and 
SPOT. Plurality voting, Borda count, Hare system, and pairwise voting 
were used to analyze survey responses. Results suggest hand held sensors 
and manned aircraft platforms were favored for applications requiring 
very fine and fine to moderate spatial resolutions. AVHRR and MODIS 
were rated equally as the best alternatives for applications requiring 
moderate to coarse resolution imagery.   
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INTRODUCTION 

emote sensing imagery allows for quick and continuous 
assessments on local, regional and global scales, and thus, is an 
effective method of monitoring and assessing vegetation (i.e., 
discriminating vegetation type, vigor, chlorophyll concentration, 

and biomass), soils and geology (i.e., clay minerals, iron minerals, 
carbonates, and sulfates), snow and ice hydrology, desertification and 
drought, oceanography and limnology, and atmosphere (i.e., ice clouds, 
water clouds, ozone, methane water vapor, aerosols, smoke, oxygen, and 
carbon dioxide) (Jensen 1996).  Other advantages of remote sensing 
technologies include the availability of synoptic scenes, varied spatial 
resolutions, multi-spectral data, multi-temporal coverage, cost 
effectiveness, and the ability to monitor inaccessible areas (Joshi et al. 
2004). Remote sensing observations have been used to evaluate the biotic 
effects of grazing (Lusby 1970); estimating gross primary production 
(Hunt et al. 2005); conduct landscape-level evaluations of plant 
community distribution and patch dynamics (Booth et al. 2003); mapping 
the actual and predicting the potential distribution of invasive species 
(Joshi et al. 2004); plant and animal inventories; and hydrology (i.e., 
runoff, erosion, and infiltration). 

Jackson (1984) and Moran et al. (1997) reported limitations of satellite 
data include restricted spectral range, coarse spatial resolution, slow turn 
around time, and the inadequate repeat coverage.  Satellite-based sensors 
have fixed spectral bands that are not applicable to project objectives and 
the spatial resolution too coarse to detect in-field variability. Satellite 
imagery vary in spectral, spatial, and temporal resolutions and is available 
from numerous providers.  Regardless of the satellite platform/model, the 
spectral and spatial resolutions are set (i.e., no modifications can be made 
with respect to changing band or band widths). In comparison to other 
available satellites, AVHRR and MODIS are available at no cost, pass 
every 1-2 days, and have set spectral bands with coarse spatial resolutions 
ranging from 0.25 km to 1 km.  These data sets are useful for monitoring 
at global, continental, and biome scales as they generate continuous 
seasonal and year-to-year data.  In contrast, high resolution imagery from 
the Quickbird satellite developed and operated by Digital-Globe provides 
61-cm panchromatic and 2.44-m multi-spectral images at nadir.  A 60 cm 
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pixel resolution, orthorectified, 4 band, pan-sharpened, <500 km2 from 
Eurimage costs $2,700 (Eurimage 2007). Finally, satellite imagery 
requires extensive training in image acquisition, analysis, and 
interpretation.   

Moran (1994) reported numerous disadvantages associated with SPOT, 
HRV, and Landsat TM satellite data for day-to-day irrigation 
management decisions.  The study made an effort to acquire every 
possible SPOT and Landsat image for an entire growing season. Only 
31% of the forecasted satellite data acquisition opportunities were 
realized.  A majority of failures were due to weather conditions (i.e., 
cloud, cirrus, cumulus, and haze) or technical difficulties (i.e., conflicts at 
the receiving station, the sensor view angle was of opposite sign with a 
view angle of +12º, programming errors, failure to order satellite data, 
sensor calibration, and atmospheric interference).  Advantages of satellite 
imagery are repeat coverage over the same location at the same altitude, 
time, and orbital inclination.  Another advantage is the availability of 
highly processed images that have been orthorectified to correct 
distortions resulting from the earth’s curvature and rotation, satellite 
motion, viewing perspective, and relief displacement (Aronoff 1993).   

Airplanes and helicopters have the ability to collect data more frequently, 
which is particularly important during periods when close monitoring of 
pending stress (i.e., infestations and drought) is critical (Thomson et al. 
2005) or when disaster strikes (i.e., fires and floods).  Although the type 
of aircraft used depends on the requirement of the data collected, fixed-
winged aircraft is the usual platform of choice (Falkner and Morgan 
2002).  Many projects that require large-scale imagery over relatively 
small areas can be accomplished in a day with a single-engine aircraft 
(Falkner and Morgan 2002). Historically, the expense of data collection 
from manned aircraft and/or satellites has led to limited implementation, 
especially for real time management in natural resources and agriculture.  
Although the cost of satellite imagery is declining, the cost of aircraft is 
still prohibitive for many research projects, particularly those requiring 
repetitive monitoring.  

A disadvantage of using airplanes is the instability of the platform that 
affects the exterior orientation (i.e., position and angular orientation) of 
the image (Xo, Yo, and Zo), making image rectification difficult (Laliberte 
et al., 2008; Leica Geosystems 2005).   The camera’s angular rotation is 



Misr J. Ag. Eng., January 2009 14 

expressed as omega (ω), phi (φ), and kappa (κ). This describes the 
relationship between the ground space coordinate system (X, Y, and Z) 
and the image space coordinate system (x, y, and z) (Leica Geosystems 
2005).  Rotation about the camera axis results in distortions in the image 
and image coordinates (Laliberte et al., 2008; Lee 1941).  These 
distortions increase from the center and out towards the image perimeter 
(Laliberte et al., 2008; Leica Geosystems 2005).  In addition, the 
orthorectification and mosaicing of multiple aircraft images requires an 
overlap of 60% along the flight line and a 20%-30% sidelap along parallel 
strips or flight lines (Laliberte et al., 2008; Leica Geosystems 2005).  The 
required distance between flight lines is dependent on the camera view 
angle and the altitude above ground level (Jensen 1996).  Flying at lower 
altitudes produces higher resolution images but this requires more flight 
lines and processing in comparison to operations flown at higher altitudes 
and this can be a disadvantage (Jensen 1996).   

RPVs and UAVs are increasing popular alternatives to satellite and 
manned aircraft.  Other terms that have been used to describe remotely 
controlled platforms include, Unmanned Vehicle Systems (UVS), 
Automatically Piloted Vehicles (APV), Remotely Operated Aircrafts 
(ROA), pilotless airplanes, Remote Controlled airplanes (RC-airplanes), 
model airplanes, and drones (Eisenbeiss 2004). The name UAV covers all 
vehicles capable of programmable flight patterns and operated without 
human intervention (Eisenbeiss 2004).      

RPVs and UAVs provide an effective, low cost alternative to traditional 
platforms for acquiring high-resolution images (5 cm – 30 cm pixel size) 
at relatively low costs (Rango et al. 2006, Laliberte et al., 2008).  Unlike 
satellite and high altitude photography (4,000 m – 6,000 m above ground 
level), high spatial resolution imagery from RPVs and UAVs provide 
differentiation of vegetation and landscape features necessary to classify, 
map, and monitor ecosystem changes at the local and regional levels.  
These systems share the same orientation challenge as airplanes, to a 
greater extent, because they are considerably smaller in size and are more 
susceptible to wind effects (Laliberte et al., 2008).   

Low-cost, high-resolution digital photography from RPVs and UAVs 
have been used in identifying root-rot fungus (Phellinus weirii) infection 
in Douglas fir (Pseduotsuga menziessi) (Tomlins and  Lee 1983), to 
evaluate vineyard health (Johnson et al. 2002), coffee bean ripeness 
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(Herwitz et al. 2002; Johnson et al. 2002), nutrient status of corn and crop 
biomass of corn, alfalfa, and soybeans (Hunt  et al. 2005), yield 
estimation in citrus (MacArthur et al. 2005), and for weed mapping 
(Hardin and  Jackson 2005).    

Hand-held sensors are the easiest type of sensor to deploy. These sensors 
can be held with the hand (Stark and Gitelson 2000) or fixed to a hand-
held mast (Price et al. 1993). Disadvantages of hand-held sensors include 
time consuming data collection; site accessibility limitations (i.e., dense 
vegetation, lack of roads, and flooded areas) (Rango et al. 2006); and 
disturbances to the study area (Shumand and Ambrose 2003). 

Over the past four decades, scientists have developed various motorized 
ground-based sensor systems and booms (Rundquist et al. 2004). These 
technologies provide very high spatial and taxonomic resolutions on small 
spatial scales and are commonly used to ground truth aerial data (Phinn et 
al. 1996; Rango et al. 2006).  Booms were developed and utilized in 
several recent studies (Barnes et al. 2000; Peterson et al. 2002; Colaizzi et 
al. 2003a; Colaizzi et al. 2003b; Kostrzewski et al. 2003; Scotford and 
Miller 2004; Xue et al. 2004; El-Shikha et al. 2007) that measured 
reflectance at specific bands with the sensors carried through the field by 
tractors and center pivot or linear move irrigation systems. Spectral data 
collection with motorized booms is more systematic than hand-held 
sensors because they maintain constant elevation and sensor orientation. 
(Rundquist et al. 2004).   

Selection of the remote sensing technologies is determined, in most cases, 
by platform and sensor attributes (i.e., cost, efficiency, flexibility, payload 
capacity, spatial coverage, and spatial, spectral, and temporal resolutions).  
If these attributes can be quantified, then a multi-objective analysis may 
be performed to assess quantitatively the tradeoffs between different 
sensor and platform attributes, identifying the best overall technology. We 
present pioneering work by applying multi-objective analyses to remote 
sensing technology selection.  Experts were surveyed to identify the best 
overall technology at three different pixel sizes: very fine (<5 cm), fine to 
moderate (0.5 m – 1.0 m), and moderate to coarse resolutions (0.1 km – 
1.0 km). Platform/sensor technologies (Table 1) included hand held 
sensors and booms in Group 1; RPVs, UAVs, and manned aircraft in 
Group 2; and Quickbird, Landsat, AVHRR, MODIS, ASTER, and SPOT 
in Group 3.  The platform attributes considered in identifying the best 
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overall technology were system and data costs, efficiency, flexibility, 
payload capacity, spatial coverage, and spatial, spectral, and temporal 
resolutions (Table 2).  The multi-objective analysis methods used 
included plurality voting, Borda count, Hare system, and pairwise voting.  

Table 1.  List of remote sensing technologies. 
Group 1 Group 2 Group 3 

A1 = automated booms  A3 = RPVs  A6  = Quickbird 
A2 = hand held sensors A4 = UAVs  A7  = Landsat 

  A5 = manned aircraft  A8  = AVHRR 
     A9  = MODIS 
    A10 = ASTER 
    A11 = SPOT 

SOCIAL CHOICE METHODOLOGY 

This paper implements a multi-objective analysis to quantitatively assess 
and rank eleven remote-sensing technologies on the basis of nine different 
attributes.  First, participants were instructed to weigh the importance of 
each attribute relative to the others.  Second, each participant assigned a 
numerical rating as to how well each attribute is captured or fulfilled by 
each platform. And third, the “overall best” technology is selected. 

1. Weighing each attribute   

The eleven different remote sensing platform alternatives are listed in 
Table 1, where they are organized into three groups.  The survey 
considered nine attributes, which are given in Table 2.  The experts 
weighed the importance of the attributes with the constraint that the sum 
of weights equals 100.  For example, Expert A may consider all nine 
attributes equally important, and would thus assign them all equal 
importance factors of 11.11 (sum to 100). At the other extreme, Expert B, 
may consider system cost the most constraining attribute and assign it 
100, with all other attribute weights equal to zero (again sum to 100). In 
all likelihood, the importance factors will fall somewhere between these 
two cases, with attributes having differing weights in accordance with the 
expert preferences.  
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Table 2. Platform attributes and rating scale. 

 Rating 
Attribute Definition 1 10 

System cost – expense to build, launch, and/or maintain Low High 
Data cost –collection, image registration, georectification, 
and/or dissemination 

Low High 

Efficiency – potential of acquiring quality data 
 

High Low 

Flexibility – ease of deployment, change in sensor 
configuration, time of day, and/or flying altitude 

High 
 

Low 

Payload capacity – space and weight limitations  High Low 
Spatial coverage Large Small 
Spatial resolution High Low 
Temporal resolution High Low 
Spectral resolution  High Low 

2.  Rating different technologies 

The platform/sensor technology must be comparatively assessed within 
the context of the nine attributes.  Each expert, using his or her 
professional judgment assigns a numerical rating from 1 to 10 for each 
technology attribute, with 1 designating that the technology “excels” in 
performance with respect to the other technologies for a particular 
attribute, and 10 designating the technology performs “poorly” with 
respect to the other technologies for a particular attribute.  For example, 
an expert may rate AVHRR and MODIS system and data costs as 1 
because data are available at no cost.  Finally, there is no technology that 
fulfills all attributes to the highest possible level, consequently, no 
technology will provide both high resolution (e.g., 5 cm) and a large 
footprint (e.g., 1.1 km).  The assigned values are used in the multi-
objective analysis to determine the “best overall technology.” Plurality 
voting, Borda count, Hare system, and pairwise voting were used to 
analyze survey responses.   
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3.  Selecting overall best technology 

All of the methods use a decision matrix. It is assumed that several 
decision makers have to select a commonly acceptable alternative from a 
finite set of choices.  Let m be the number of decision makers and n the 
number of alternatives to select from.  Each decision maker gives a 
ranking of the alternatives with the numbers 1 through n, where 1 is given 
to the most preferred alternative, 2 is given to the second most preferred 
one, etc., n is given to the least preferred alternative. If the data given by 
all decision makers are ordered in a matrix in which the rows correspond 
to the decision makers and the columns to the alternatives, then a m x n 
matrix is obtained, each row of which is a permutation of the numbers 1, 
2, …, n.  The (i, j) element of this matrix is denoted by aij which shows 
the ranking of alternative j by decision maker i.  Based on this matrix 
several social choice methods can be used to identify the best commonly 
acceptable alternative. 

Plurality Voting. For each alternative we first compute the number of 
decision makers that have this alternative as their best choice and then 
determine the alternative that has the largest number of such votes.  
Mathematically, for each alternative we determine the value of: 
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Borda Count. The major drawback of plurality voting is the fact that it 
considers only the most preferred alternatives of the decision makers and 
does not take less important rankings into account. The Borda count 
considers all less important rankings by computing the sum of the 
rankings by all decision makers for each alternative: 

∑
=

=
m

i
ijj aB

1
      (4) 

and alternative j* is consider to be the social choice if 

{ }nj
BBBB ,...,,min 21* =     (5) 

Notice that smaller ranking means higher priority by the decision makers, 
therefore the smallest Bj value shows the highest overall ranking. 

The Hare System. This is a sequential method, which iteratively 
eliminates less overall preferred alternatives.  In the first step, we 
calculate the values A1, A2, . . ., An as in applying plurality voting.  These 
numbers show how many decision makers select each alternative as their 
best choices.  If there is an alternative that is considered the most 
preferred by at least half of the decision makers (that is when Aj ≥ m/2) 
this alternative is the social choice, and the procedure terminates.  
Otherwise the alternative with the smallest Aj value is eliminated, and the 
procedure starts from the very beginning with the original m decision 
makers and the remaining n – 1 alternatives.  If alternative jo is 
eliminated, then the elements (j ≠ jo) of the new decision matrix can be 
updated as: 
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In order to keep the original identification (indices) of the alternatives, 
they have to be kept on the top of the decision matrix.  After repeating the 
above elimination step sufficiently many times, at least one alternative 

  . 
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will have at least m/2 best preferred rankings and then the procedure 
terminates. 

Pairwise voting. There are several variants of this method; each of them is 
based on the comparisons of two given alternatives.  This is done in the 
following way.  Let j and j’ be two alternatives.  Let N(j, j’) show how 
many decision makers give a more preferred ranking to alternative j than 
to alternative j’.  Mathematically,  

∑=
i

jjN 1)',( .    (7) 

 aij < aij’ 

Alternative j is considered overall more preferred than alternative j’, if 
N(j,j’) > m/2.  Notice that this is the case if more than half of the decision 
makers give higher preference to alternative j than to alternative j’. 

One variant of pairwise voting is to determine all alternatives j for which 
there is no other alternative j’ that is overall more preferred than 
alternative j.  These alternatives are called non-dominated or Pareto 
optimal, and all of them are presented to the decision makers.   In the case 
of multiple solutions another method has to be used based on the non-
dominated alternatives to select only one social choice.  

Another variant of this method is based on an agenda of pairwise 
comparisons that is agreeable by all decision makers.  This agenda gives 
an order, j1, j2, . . ., jn of the n alternatives.  First alternatives j1 and j2 are 
compared by pairwise voting.  The overall more preferred is considered 
the winner, which is then compared to j3.  The winner is compared again 
to j4 etc.  In the last step the winner of the (n – 2)nd comparison is 
compared to jn, and the winner of this final comparison is considered and 
accepted as the social choice.  If in any earlier step the two compared 
alternatives are equally preferred overall, then the process continues with 
both of them. 
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RESULTS 

The attribute rankings for each decision maker are presented in Table 3 
(Appendix) and their technology attribute ratings are provided in Table 4 
(Appendix).  In Table 3, the rows correspond to the experts providing the 
rankings and the columns correspond to the attributes.  Table 4 has five 
parts each of them presents the evaluation of the different alternatives 
with respect to the attributes by each of the experts.  In order to 
quantitatively assess the various technologies, each attribute was 
multiplied by the corresponding weight the experts provided in part 1 of 
the survey (Table 5, Appendix).  Next, the sum of each technology 
attribute was determined (Table 6, Appendix) which represents the 
weighted sums of the evaluation numbers.  And finally, the rankings of 
the alternatives were determined based on these weighted sums. The 
rankings are shown in Table 7 (Appendix).  The alternatives were divided 
into three groups, Group 1 consisting of alternatives 1 and 2; Group 2 
consisting of alternatives 3, 4, and 5; and Group 3 consisting of the last 6 
alternatives. The rankings were done independently for the three groups. 
The above methods were applied based on the expert ratings.  The details 
are given as follows:    

In applying plurality voting, the most preferred alternative is the one 
which received the highest rankings.  The number after each alternative 
represents the number of top rankings. 

According to table 7: 

Group 1  A1 = 0, A2 = 3 

Group 2 A3 = 1, A4 = 1, A5 = 3 

Group 3 A6 = 1, A7 = 0, A8 = 2, A9 = 1, A10 = 1, and A11 = 0. 
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Since hand held sensors, manned aircraft, and AVHRR have received the 
highest count of 1’s, they are considered the social choices for Groups 1, 
2, and 3, respectively.  

Borda count computes the sum of all rankings (i.e., sum of each row in 
Table 7).  The results are given below:   

Group 1 

A1 = 2 + 2 + 0.5 + 2 + 0.5 = 7 

A2 = 1 + 1 + 0.5 + 1 + 0.5 = 4 

Group 2 

A3 = 1 + 3 + 3 + 2 + 3 = 12 

A4 = 2 + 2 + 1 + 3 + 2 = 10 

A5 = 3 + 1 + 2 + 1 + 1 = 8 

Group 3 

A6 = 3 + 1 + 5 + 6 + 6 = 21 

A7 = 2 + 5 + 6 + 4 + 4.5 = 21.5 

A8 = 6 + 3 + 2 + 1 + 1 = 13 

A9 = 4 + 2 + 1 + 2 + 2 = 11 

A10 = 1 + 3 + 4 + 3 + 3 = 14 

A11 = 5 + 6 + 3 + 5 + 4.5 = 23.5. 

 Again, hand held sensors (A2 = 4), manned aircraft (A5 = 8) and MODIS 
(A9 = 11) had the lowest sums of rankings and they were therefore 
accepted as the best alternatives.   

In applying the Hare system for Groups 1 and 2, the best choices are hand 
held sensors (A2) and manned aircraft (A5) since they received best 
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rankings from at least half of the experts.  However, for the third group 
none of the alternatives received at least three votes and elimination must 
be used.  Landsat and SPOT received no best rankings, so they are 
eliminated and the remaining alternatives ranked. The modified table is 
given in Table 8 (Appendix).  Since none of the alternatives got at least 3 
best rankings, the alternatives with the least number of best rankings are 
eliminated.  They are Quickbird, MODIS, and ASTER.  The only 
remaining alternative, AVHRR (A8), is the social choice.   

Table 7 was used in the pair-wise computations summarized in Table 9 
(Appendix) and illustrated in Figure 1.  In Group 1, 3 decision makers 
preferred hand held sensors (A2) and one preferred booms, so hand held 
sensors is the better choice.  In Group 2, the overall best alternative is 
manned aircraft (A5). In Group 3, MODIS (A9) was the most preferred 
choice, since it was better than all other alternatives, so it is the social 
choice.   

DISCUSSION 

Jensen (1996) categorized remote sensing spatial scales into global 
(AVHRR 1.1 km), continental (AVHRR, Landsat MSS 1.1 km – 80 m), 
biome (Landsat MMs, TM, Synthetic aperture radars 80m-30m), regional 
(TM, high altitude aircraft, large format camera, SPOT 30 m – 3m+), plot 
(high and low altitude aircraft 3m-1m), and in-situ sample site (i.e., 
surface measurements and observations). Funding and logistical 
limitations require project managers to implement the most available and 
efficient methods of data collection (Shumand and Ambrose 2003).  

In general, ground based methods provide data of the highest resolution 
and are better suited for small scale projects (Shumand and Ambrose 
2003).  Ground based data collection at regional scales is cost prohibitive 
(Shumand and Ambrose 2003).  Handheld sensors and booms are limited 
by site accessibility, but booms are constrained in three-dimensions (i.e., 
trees and buildings).  The spatial coverage of booms is affected by their 
tendency to sway. One expert considered this an inconvenience while 
another expert used it to his advantage.  Hand held sensors were 
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consistently identified as the sensor and platform of choice for Group 1 
(i.e. very high resolution). 

All experts participating in the survey had limited experience using RPVs 
and UAVs.  In evaluating manned aircraft, one of the experts included the 
AVRIS system.  AVRIS is flown on four different aircraft platforms at 4 
to 20 km above sea level (NASA Jet Propulsion Laboratory 2007) and 
collects hyperspectral data at 5 to 20 m pixel resolution. This high 
performance system was not considered in the survey design.  Manned 
aircraft were consistently identified as the best technology in Group 2 for 
all social choice methods.   

For Group 3 (i.e., moderate to coarse pixel resolution), plurality voting 
and the Hare system identified AVHRR as the best alternative but the 
identification of a single technology was not feasible using Borda count 
and pairwise voting.  AVHRR, MODIS, and ASTER were tied using 
these methods. 
 

CONCLUSION 
This multi-objective analysis addresses the conflicting objectives in 
remote sensing platform selection as related to natural resource 
management.  The determination of the “best overall technology” was 
based in accordance with expert preferences.  First, participants were 
instructed to weigh the importance of each attribute relative to the others.  
Second, each participant assigned a numerical rating as to how well each 
attribute is captured or fulfilled by each platform. The attributes presented 
included, cost, efficiency, flexibility, payload capacity, spatial coverage, 
and spatial, spectral, and temporal resolutions. The considerations of all 
of these attributes are not applicable to all of the platforms presented. For 
example, researchers did not acquire the cost of satellite systems nor was 
there control over payload capacities.  Third, a special multi-criteria 
method, social choice was applied for the final selection. 
The computed results consistently identified hand held sensors and 
manned aircraft to be the best overall technology for very fine (<5 cm) 
and fine to moderate (0.5 m – 1.0 m) pixel resolutions, respectively.  
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AVHRR and MODIS were tied as best alternatives for moderate to coarse 
(0.1 km – 1.0 km) pixel resolution imagery.  Although there were 
limitations of the methods, they can be expanded in the future to include 
more experts and attributes to provide a more robust analysis. 
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APPENDIX 
Table 3.  Attribute rankings. 

Ranking 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution  

Spatial 
resolution 

Expert 1 15 15 25 15 5 5 5 5 10 
Expert 2 5 15 20 5 5 5 15 15 15 
Expert 3 0 15 15 15 5 10 15 15 10 
Expert 4 12 12 24 5 2 10 5 20 10 
Expert 5 0 10 10 0 0 20 20 20 20 

 
Table 4.  Decision matrix of the experts (1-5). 

Table 4 (Expert 1) 

Platform/sensor 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution 

Spatial 
resolution 

Booms 5 2 1 6 8 10 1 1 1 
Hand held sensors 2 2 1 1 5 7 1 1 1 
RPVs 4 4 4 4 8 7 5 4 1 
UAVs  7 4 6 4 7 6 5 4 1 
Manned aircraft 9 6 8 6 4 3 8 2 3 
Quickbird 1 10 1 7 1 8 9 4 1 
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Landsat 1 5 5 5 1 5 7 3 3 
AVHRR 1 2 10 9 1 1 1 8 10 
MODIS 1 2 6 9 1 1 1 2 7 
ASTER 1 3 4 5 1 5 7 2 3 
SPOT 1 3 7 9 1 1 2 6 9 
 

Table 4 (Expert 2) 

Platform/Sensor 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution 

Spatial 
resolution 

Booms 5 1 2 3 10 10 1 2 1 
Hand held sensors 5 1 1 1 10 10 1 2 1 
RPVs 2 2 7 2 10 10 2 10 2 
UAVs  3 2 7 3 8 8 4 8 2 
Manned aircraft 5 5 3 3 2 2 5 4 2 
Quickbird 1 8 5 3 1 8 2 7 1 
Landsat 1 4 9 10 1 5 5 6 5 
AVHRR 1 1 10 10 1 1 1 7 8 
MODIS 1 1 10 10 1 1 1 4 6 
ASTER 1 3 8 10 1 6 5 5 5 
SPOT 1 10 5 10 1 6 4 7 5 

 



Misr J. Ag. Eng., January 2009 32

Table 4 (Expert 3) 

Platform/Sensor 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution 

Spatial 
resolution 

Booms 1 6 8 8 10 10 1 1 1 
Hand held sensors 1 6 8 8 10 10 1 1 1 
RPVs 2 6 8 8 9 10 10 3 1 
UAVs  5 6 8 8 8 7 7 3 2 
Manned aircraft 10 8 8 8 7 5 5 7 3 
Quickbird 1 10 1 1 1 10 10 5 1 
Landsat 1 1 10 10 1 5 5 4 5 
AVHRR 1 1 1 10 1 1 1 3 10 
MODIS 1 1 1 10 1 1 1 1 10 
ASTER 1 1 1 10 1 7 7 3 3 
SPOT 1 7 4 3 1 7 1 5 4 
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Table 4 (Expert 4) 

Platform/Sensor 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution 

Spatial 
resolution 

Booms 1 1 3 1 5 10 1 6 1 
Hand held sensors 1 1 2 2 5 10 3 6 1 
RPVs 6 1 7 5 10 3 5 10 1 
UAVs  8 1 7 5 10 1 5 10 1 
Manned aircraft 10 1 7 8 1 1 7 1 2 
Quickbird 1 10 8 8 1 8 8 6 3 
Landsat 1 2 6 9 1 5 6 3 6 
AVHRR 1 1 1 9 1 1 1 3 10 
MODIS 1 1 6 9 1 1 3 1 9 
ASTER 1 1 6 9 1 3 6 2 6 
SPOT 1 8 8 8 1 5 8 6 6 
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Table 4 (Expert 5) 

Platform/Sensor 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution 

Spatial 
resolution 

Booms 5 3 1 4 5 10 6 3 3 
Hand held sensors 5 3 1 4 5 10 6 3 3 
RPVs 3 3 1 3 5 6 5 5 3 
UAVs  3 3 1 3 4 6 5 5 3 
Manned aircraft 4 3 1 5 3 3 5 3 2 
Quickbird 1 5 10 7 1 5 4 5 2 
Landsat 1 2 10 5 1 3 3 4 4 
AVHRR 1 1 5 2 1 1 1 6 7 
MODIS 1 1 10 1 1 1 1 3 5 
ASTER 1 2 10 5 1 3 4 2 4 
SPOT 1 2 10 5 1 1 1 4 7 
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Table 5. Platform/sensor attribute ratings multiplied by the attribute ranking (for experts 1-5). 

Table 5 (Expert 1) 

Platform/sensor 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution  

Spatial 
resolution 

Booms 75 30 25 90 40 50 5 5 10 
Hand held sensors 30 30 25 15 25 35 5 5 10 
RPVs 60 60 100 60 40 35 25 20 10 
UAVs  105 60 150 60 35 30 25 20 10 
Manned aircraft 135 90 200 90 20 15 40 10 30 
Quickbird 15 150 25 105 5 40 45 20 10 
Landsat 15 75 125 75 5 25 35 15 30 
AVHRR 15 30 250 135 5 5 5 40 100 
MODIS 15 30 150 135 5 5 5 10 70 
ASTER 15 45 100 75 5 25 35 10 30 
SPOT 15 45 175 135 5 5 10 30 90 
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Table 5 (Expert 2) 

Platform 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution  

Spatial 
resolution 

Booms 25 15 40 15 50 50 15 30 15 
Hand held sensors 25 15 20 5 50 50 15 30 15 
RPVs 10 30 140 10 50 50 30 150 30 
UAVs  15 30 140 15 40 40 60 120 30 
Manned aircraft 25 75 60 15 10 10 75 60 30 
Quickbird 5 120 100 15 5 40 30 105 15 
Landsat 5 60 180 50 5 25 75 90 75 
AVHRR 5 15 200 50 5 5 15 105 120 
MODIS 5 15 200 50 5 5 15 60 90 
ASTER 5 45 160 50 5 30 75 75 75 
SPOT 5 150 100 50 5 30 60 105 75 
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Table 5 (Expert 3) 

Platform 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution  

Spatial 
resolution 

Booms 0 90 120 120 50 100 15 15 10 
Hand held sensors 0 90 120 120 50 100 15 15 10 
RPVs 0 90 120 120 45 100 150 45 10 
UAVs  0 90 120 120 40 70 105 45 20 
Manned aircraft 0 120 120 120 35 50 75 105 30 
Quickbird 0 150 15 15 25 100 150 75 10 
Landsat 0 15 150 150 5 50 75 60 50 
AVHRR 0 15 15 150 5 10 15 45 100 
MODIS 0 15 15 150 5 10 15 15 100 
ASTER 0 15 15 150 5 70 105 45 30 
SPOT 0 105 60 45 15 70 15 75 40 
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Table 5 (Expert 4) 

Platform 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution  

Spatial 
resolution 

Booms 12 12 72 5 10 100 5 120 10 
Hand held sensors 12 12 48 10 10 100 15 120 10 
RPVs 72 12 168 25 20 30 25 200 10 
UAVs  96 12 168 25 20 10 25 200 10 
Manned aircraft 120 12 168 40 2 10 35 20 20 
Quickbird 12 120 192 40 2 80 40 120 30 
Landsat 12 24 144 45 2 50 30 60 60 
AVHRR 12 12 24 45 2 10 5 60 100 
MODIS 12 12 144 45 2 10 15 20 90 
ASTER 12 12 144 45 2 30 30 40 60 
SPOT 12 96 192 40 2 50 40 120 60 
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Table 5 (Expert 5) 

Platform 
 System 

cost 
 Data 
cost Efficiency  Flexibility 

 Payload 
capacity 

 Spatial 
coverage 

 Repeat 
coverage 

 Spectral 
resolution  

Spatial 
resolution 

Booms 60 36 24 20 10 100 30 60 30 
Hand held sensors 60 36 24 20 10 100 30 60 30 
RPVs 36 36 24 15 10 60 25 100 30 
UAVs  36 36 24 15 8 60 25 100 30 
Manned aircraft 48 36 24 25 6 30 25 60 20 
Quickbird 12 60 240 35 2 50 20 100 20 
Landsat 12 24 240 25 2 30 15 80 40 
AVHRR 12 12 120 10 2 10 5 120 70 
MODIS 12 12 240 5 2 10 5 60 50 
ASTER 12 24 240 25 2 30 20 40 40 
SPOT 12 24 240 25 2 10 5 80 70 
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Table 6. Sum of weighted alternatives. 

 Platform/Sensor Expert 1 Expert 2  Expert 3 Expert 4 Expert 5 

Booms 330 255 520 346 370 
Hand held sensors 180 225 520 337 370 
RPVs1  410 500 680 562 336 
UAVs1   495 490 610 566 334 
Manned aircraft1 630 360 655 427 274 
Quickbird 415 435 540 636 539 
Landsat 400 565 555 427 468 
AVHRR 585 520 355 270 361 
MODIS 425 445 325 350 396 
ASTER 340 520 435 375 433 
SPOT 510 580 425 612 468 

 
Table 7. Ranking of alternatives by expert.  

 Platform/Sensor Expert 1 Expert 2  Expert 3 Expert 4 Expert 5 

Booms 2 2 0.5 2 0.5 
Hand held sensors 1 1 0.5 1 0.5 
RPVs1  1 3 3 2 3 
UAVs1   2 2 1 3 2 
Manned aircraft1 3 1 2 1 1 
Quickbird 3 1 5 6 6 
Landsat 2 5 6 4 4.5 
AVHRR 6 3 2 1 1 
MODIS 4 2 1 2 2 
ASTER 1 3 4 3 3 
SPOT 5 6 3 5 4.5 
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Table 8.  Modified table for the Hare system. 

 Platform/Sensor Expert 1 Expert 2  Expert 3 Expert 4 Expert 5 

Quickbird 2 1 4 4 4 
AVHRR 4 3 2 1 1 
MODIS 3 2 1 2 2 
ASTER 1 3 3 3 3 

 
Table 9.  Calculated results for pairwise voting.   

Group 1 

A1 -A2     
0 – 3  

 
   

Group 2 

A3 - A4 A3 - A5 A4 - A5   
2 – 3 1 - 4 2 – 3   

Group 3 

A6 - A7 A6 - A8 A6 - A9 A6 - A10 A6 - A11 
2 - 3 2 - 3 2 - 3 1 - 4 2 – 3 

 
 A7 - A8 A7 – A9 A7 - A10 A7 - A11 
 1 - 4 1 - 4 0 - 5 3 – 1 

 
  A8 - A9 A8 - A10 A8 - A11 
  2 - 3 3 - 1 4 – 1 

 
   A9 - A10 A9 - A11 
   4 - 1 5 – 0 

 
    A10 - A11 
    4 - 1 
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Figure 1.  Graphs showing pair-wise comparisons. 

Table 10.  Summary of best overall technology. 

Social Choice 
Method Plurality voting Borda count  Hare system Pair-wise 

Group 1 Hand held sensors Hand held sensors Hand held sensors Hand held sensors 
Group 2 Manned aircraft Manned aircraft Manned aircraft Manned aircraft 
Group 3 AVHRR MODIS AVHRR MODIS 
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  الملخص العربي
    باستخدام تحليل الأهداف المتعددةام استشعار عن بعد للتقييم الزراعياختيار أنسب نظ
  1 وولر. و ب3 سيداروفسكي.، ف2 الشيخة.، ض1رونهورس. أ

  
 site specific( بعد تكنولوجيا موفرة للمال عند الرغبة في تطبيق نظام إدارة الموقع المحدد يعتبر الاستشعار عن

management .( حيث يوفر نظام الاستشعار عن بعد متابعة مستمرة للنبات و التربة و مصادر المياه بالإضافة إلي أي
ام استشعار عن بعد من خلال المعرفة المفاضلة و يمكن اختيار أنسب نظ .ظواهر أخري قد تظهر علي سطح الأرض المنزرعة

فإذا آان من الممكن  .بصفة خاصة) sensor( الجهاز الحساس  بين مواصفات الأنظمة المتاحة بصفة عامة و مواصفات
) multi objective analysis(التقدير الكمي لهذه المواصفات فيمكن استخدام التحليل المسمي بتحليل الأهداف المتعددة 

  . حديد أنسب نظام استشعار عن بعدلت
  .لاختيار أنسب نظام استشعار عن بعد  و هذا البحث من أوائل الأبحاث التي تستخدم تحليل الأهداف المتعددة

و لقد تم إرسال استمارة استبيان لمتخصصين في مجال الاستشعار عن بعد لتقييم الأنظمة المختلفة و اختيار أنسب نظام حسب 
  :وح المطلوبةدرجة الوض

1. <5 cm) درجة وضوح عالية( 

2. 0.5-1.0 m) درجة وضوح متوسطة لعالية( 

3. 0.1-1 km)  و                                                                                )درجة وضوح عادية لمتوسطة

) 6(, المساحة المغطاه لكل صورة) 5(, السعة) 4(¸ مرونة) 3(¸ آفاءة) 2(, التكلفة) 1(ة الإستبيان علي العوامل شملت إستمار

 .الفترة بين مرات التصوير المتتالية) 8(و ¸ دقتهاعدد الفلاتر و ) 7(, دقة القياس

  :و يقيم المتخصص آل نظام من أنظمة الإستشعار عن بعد آما يلي

 .10 و 1تتراوح بين يعطي المتخصص درجة لنظام الإستشعار عند آل عامل من العوامل السابقة  .1

فعلي سبيل المثال يمكن أن يعطي %). 100نسبة مئوية بحيث يكون الإجمالي (يعطي المتخصص درجة أهمية لكل عامل  .2

إذا رأي المتخصص %) 10(مع إعطاء باقي العوامل درجات أهمية متساوية % 30المتخصص لعامل التكلفة درجة أهمية 

 . زيادة أهمية هذا العامل عن باقي العوامل

 ات المتحدة الأمريكيةقسم الهندسة الزراعية والأنظمة البيولوجية، جامعة أريزونا، توسان، أريزونا، الولاي .1

 قسم الهندسة الزراعية، آلية الزراعة، جامعة المنصورة، المنصورة، مصر .2

  قسم الأنظمة و الهندسة الصناعية، جامعة أريزونا، توسان، أريزونا، الولايات المتحدة الأمريكية .3

  :و لقد تضمنت أنظمة الاستشعار عن بعد تحت الدراسة الأنظمة التالية

 المحمول باليدالنظام الأرضي  .1

 الأنظمة المحمولة علي معدات الري الحديث و الآلات الزراعية .2

 الطائرات ذات التحكم الآلي .3

 الطائرات بدون قائد .4

 )بقائد(الطائرات العادية  .5

 )Quickbird, Landsat, AVHRR, MODIS, ASTER, and SPOT(الأقمار الصناعية  .6

  

هما من أفضل الأنظمة للحصول علي تصوير بدرجة ) بقائد(الطائرات العادية و لقد بينت النتائج أن النظام المحمول باليد و 

 آانا خيارين متعادلين عند MODIS و AVHRRآما ثبت أن نظامي . وضوح في المجال من المتوسط إلي العالي أو العالي

  . الرغبة في الحصول علي درجة وضوح في المجال من العادي إلي المتوسط

  




